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Preface

The 12th Conference on Artificial Intelligence: Methodology, Systems, Applica-
tions (AIMSA 2006) was held in Varna on the Black Sea coast during September,
12–15, 2006. The AIMSA conference series has provided a biennial forum for the
presentation of artificial intelligence research and development since 1984. The
conference, which is held in Bulgaria, covers the full range of topics in artificial
intelligence and related disciplines and provides an ideal forum for international
scientific exchange between Central/Eastern Europe and the rest of the world.
The 2006 edition perpetuates this tradition.

For AIMSA 2006, we wanted to place special emphasis on a specific phenom-
enon that affects all areas of artificial intelligence: the application and leverage
of artificial intelligence technology in the context of human collaboration which
today is mediated by the Web. Artificial intelligence is used to support human
communication in a wide variety of ways. For example, reasoning over the Seman-
tic Web, analyzing relationships between people, enhancing the user experience
by learning from their behavior, applying natural language to large multilingual
corpora, planning a combination of Web services, and adapting and personal-
izing educational material. A plethora of artificial intelligence techniques are
amenable to facilitating communication on the Web. Moreover, these techniques
are not deployed in isolation but are typically combined with results from other
disciplines such as the social sciences, discrete mathematics, network computing,
or cryptography.

However, as its name indicates the conference is also dedicated to artificial
intelligence in its entirety. As such, AIMSA remains a generalist artificial intelli-
gence conference with tracks on constraint satisfaction, agents, ontology, decision
support, natural language processing and machine learning. The Web effect has
not created its own new sub-discipline of artificial intelligence but rather affects
all of its sub-areas.

Eighty-one interesting papers were submitted to the conference coming from
27 different countries representing 5 continents. Each paper was reviewed by
more than three independent reviewers on average. The Program Committee
selected for the conference program 29 contributions out of which 28 are included
in the current volume. We would like to thank the AIMSA Program Committee
and the additional reviewers for their hard work in assessing paper quality.

In addition to the selected papers, the AIMSA conference featured two work-
shops on “Natural Language Processing for Metadata Extraction” and “Semantic
Web and Knowledge Technologies Applications.” AIMSA 2006 had two invited
speakers who, signs of the time, addressed intelligent technologies in the large.
Enrico Motta from the Open University considered the challenges raised by deal-
ing with increasing amount of semantic markup on the Web and Fabio Ciravegna
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from the University of Sheffield discussed those of acquiring and sharing knowl-
edge in large organizations with reports from large-scale case studies.

July 2006 Jérôme Euzenat
John Domingue
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Exploiting Large-Scale Semantics on the Web

Enrico Motta

Open University, Milton Keynes, UK

There is a lot of evidence indicating that the semantic web is growing very
rapidly. For example, an IBM report published last year indicated a 300% in-
crease between 2003 and 2004 and pointed out that the rate of growth of the
semantic web is mirroring that of the web in its early days. Indeed, reposito-
ries such as Swoogle already contain thousands of ontologies and hundreds of
millions of RDF triples. Thus, a large scale semantic web is rapidly becoming a
reality and therefore we are quickly reaching the point where we can start think-
ing about a new generation of intelligent applications, capable of exploiting such
large scale semantic markup. Of course, while the semantic web provides an ex-
citing opportunity, it also introduces very complex challenges. For example, the
available semantic markup is extremely heterogeneous both with respect to its
ontological profile and also to its degree of quality and to the level of trust that
can be assigned to it. These features of the semantic web introduce an element of
complexity, which was absent from traditional knowledge-based systems, where
data quality was under the control of the developers, and provenance and het-
erogeneity did not apply. In my talk I will discuss these issues in some detail,
and in particular I will describe the emerging semantic landscape and highlight
some of the distinctive features characterizing the new generation of applications,
which will be enabled by a large scale semantic web. In my presentation I will
also present some concrete initial prototypes of this new generation of semantic
applications, which exploit available large scale web semantics, to provide new
ways to support question answering, information extraction and web browsing.

J. Euzenat and J. Domingue (Eds.): AIMSA 2006, LNAI 4183, p. 1, 2006.
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Acquiring and Sharing Knowledge in Large
Organizations: Issues, Requirements and

Methodologies

Fabio Ciravegna

University of Sheffield, UK

Efficient and effective Knowledge Acquisition and Sharing are of vital impor-
tance for large organizations. Complex human and technical aspects make them
a complex issue. In this talk I will describe and discuss requirements, tools and
methodologies for Knowledge Acquisition and Sharing in large organizations. I
will use examples from the aerospace and automotive domain to describe and
discuss real world requirements, including those related to human factors and
technical issues. Then I will describe techniques from the field of Human Lan-
guage Technologies and the Semantic Web that can be used for addressing those
requirements. I will then present examples of real world applications developed
in the aerospace domain. Finally, I will discuss some future trends.

J. Euzenat and J. Domingue (Eds.): AIMSA 2006, LNAI 4183, p. 2, 2006.
c© Springer-Verlag Berlin Heidelberg 2006



Property Based Coordination

Mahdi Zargayouna1,2, Julien Saunier Trassy2, and Flavien Balbo1,2

1 Inrets - Gretia, National Institute of Transportation Research and their Security,
2, av. du Général Malleret-Joinville,

F-94114 Arcueil cedex
2 Lamsade, Paris Dauphine University.
Place Maréchal de Lattre de Tassigny,

75775 Paris Cedex 16, France
{zargayou, balbo, saunier}@lamsade.dauphine.fr

Abstract. For a multiagent system (MAS), coordination is the assumption that
agents are able to adapt their behavior according to those of the other agents. The
principle of Property Based Coordination (PBC) is to represent each entity com-
posing the MAS by its observable properties, and to organize their perception
by the agents. The main result is to enable the agents to have contextual behav-
iors. In this paper, we instantiate the PBC principle by a model, called EASI
-Environment as Active Support of Interaction-, which is inspired from the Sym-
bolic Data Analysis theory. It enables to build up an interaction as a connection
point between the needs of the initiator, those of the receptor(s) and a given con-
text. We demonstrate that thanks to PBC, EASI is expressive enough to instantiate
other solutions to the connection problem. Our proposition has been used in the
traveler information domain to develop an Agent Information Server dynamically
parameterized by its users.

1 Introduction

One of the basic problems for the designer of a multiagent system (MAS) is the connec-
tion problem [4]. In [10], the authors define the connection problem as “finding the other
agents that have the information or the capabilities that you need”. In order to solve this
problem for the Internet, they use middle-agents. The authors define a middle-agent as
an entity that is neither a requester nor a provider of a service but which participates in
the interaction between the requester and the provider: a requester has preferences and a
provider has capabilities. This interaction model, with in the one hand the capability of
a provider and on the other the preferences of a requester, is called “Capability-Based-
Coordination” (CBC). Other solutions are proposed to solve the connection problem
when some organizational rules are present and when the connection problem depends
on these rules. The AGR (Agent, Group, Role) model [5] proposes agents that are de-
fined as an active communicating entity that plays roles (abstract representation of the
agent’s functionalities) within a group. However, when the connection problem embeds
other ambient criteria, which we call a context, a new interaction relation has to be de-
fined. Ambient criteria concern conditions that correspond neither to the initiator nor to
the receptor of the interaction. Indeed, when the interaction is not a binary but a multi-
partite relation, being guarded by contextual conditions, a special model is to be built,
considering a collective status of the MAS.

J. Euzenat and J. Domingue (Eds.): AIMSA 2006, LNAI 4183, pp. 3–12, 2006.
c© Springer-Verlag Berlin Heidelberg 2006



4 M. Zargayouna, J.S. Trassy, and F. Balbo

The aggregation of the individual status of the agents inside the MAS into a col-
lective one is one of the motivations for the emergence of the multiagent environment
as an explicit entity. Several directions are followed in modeling multiagent environ-
ments. Some researches focus essentially on the dynamics of the environment [6,11],
and others focus on the modeling of new interaction patterns thanks to the presence of
the environment as an explicit entity. For instance, the stigmergy allows agents to leave
traces in the environment, which can be used by others to guide their actions. New
kinds of interaction recently appeared, like the overhearing and the mutual awareness
[7,8,9,12]. They envision new types of interaction that enable agents, that are not nec-
essarily protagonists of the interaction (neither emitter nor receptor of a message), to
participate in the interaction. These are propositions that investigate alternatives to the
traditional messages’ broadcast to every agent present in the system.

Our approach generalizes the modeling of interactions inside the environment. We
propose a description of the environment based on the principle of observability, in-
stantiating this way the principle of Property Based Coordination (PBC). We define
the PBC as a coordination principle for multiagent systems in which: (i) Every entity
composing the system, including the agents, exhibits observable properties, (ii) Agents
use the observable properties to manage the interactions, perceptions and actions inside
the system. Each entity in the environment is then described uniformly by a set of ob-
servable properties. Agents being in the center of the MAS modeling, they manage the
interactions by specifying the conditions (the context) of the interaction. The CBC and
the AGR model are sub-cases of the PBC: the agents exhibit respectively their capabil-
ities and preferences (CBC) and their groups and role (AGR) as observable properties;
and of course the dyadic interaction is also a sub-case (identifiers are the observable
properties in this case). In order to describe a detailed proposition, we propose a model,
that we called EASI (Environment as an Active Support of Interaction). It supports the
PBC principle and its formulation is widely inspired from the Symbolic Data Analysis
(SDA) paradigm [1]. This model proposes to share the interactions inside the environ-
ment and enables the expression of different patterns of interaction. We believe it is the
most straightforward way to instantiate the PBC principle.

A model that integrates the other interaction patterns is important because it provides
a general framework, that has to be expressive enough, to enable designers to express
different configurations, different application scenarios, within the same model. Tu-
plespaces systems, with Linda [3,2] as a first implementation, resembles to our propo-
sition. They provide a shared collection of data (tuples), and a set of operations (read,
write, take) on the collection to manipulate the data. However, the agents need to know
beforehand, the location of a tuplespace to interact in. In addition, the expressivity of
the querying process does not permit to match different facts e.g. to condition the per-
ception of a tuple to the presence of an other tuple, whereas in EASI, agents are able to
express such a condition.

The remainder of this paper is organized as follows: section 2 presents the EASI
model. Section 3 details interactions features that our model enables to express. Section
4 shows the use of our model for a traveler Information System. We finally draw general
conclusions and perspectives in section 5.
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2 Environment as Active Support of Interaction

2.1 Introduction

EASI is a model that instantiates the PBC principle, it proposes an environment model
that enables to share the interactions. The problem, when all the interactions are in
common, is to enable the agents to find those they are interested in. The formulation
of the model is inspired from the Symbolic Data Analysis (SDA) theory [1]. SDA is
aimed at discovering hidden knowledge within large data sets, modeling both quali-
tative and quantitative data, which are clustered via the so-called symbolic objects. A
symbolic object is a symbolic representation of a subset of entities materialized by a set
of conditions that these entities have to satisfy. In our work, the entities composing the
environment are agents (active entities) and objects. Both are described via observable
descriptions. The reification of the active behavior of agents is their exclusive possibil-
ity to select their interlocutors by defining autonomously the symbolic objects (filters
in the model). Depending on the considered MAS, other classifications for the entities
are possible; for instance messages, traces, events, services etc. But our classification is
the most general that remains consistent with the multiagent paradigm. Indeed, the only
finalistic entities (i.e. pursuing an objective) in the MAS are the agents, whereas every
entity that is deterministic is considered as an object. Besides, the possibility to manage
the properties’ privacy i.e. to hide or to exhibit them, enables to model messages (e.g.
exhibiting the header and hiding the body of the message), basic services (exhibiting
the ‘invokable’ operations of the service) etc.

2.2 EASI: Basic Definitions

Definition 1 (Environment). E = 〈Ω, D, P, F 〉 where:

– Ω is the set of entities, it contains the set of agents (A) and the set of objects (O).
Ω = A ∪ O.

– P = {Pi|i ∈ I}, P is the set of observable properties.
Pi : Ω → di ∪ {null, unknown}. Pi is an application which, for an entity, gives
the value for the corresponding property.

– D =
∏
i∈I

di with di the description domain of Pi.

– F is the set of filters. A filter is a set of conditions defining the interaction context
inside the environment.

The basic component of our model is an entity. Each entity is described by symbolic
variables (observable properties); I contains the indices ranging over P . If an entity
does not have a value for a given Pi (this property does not exist for this entity, e.g. the
property radius for a triangle), then its value is null; if the property exists but does not
have a value (hidden by the corresponding entity), its value is unknown. Since agents
are autonomous, each agent is responsible for the update of its own properties, the
latter could be an information about the agent’s position in the environment, an activity
indicator etc. Each di (description domain of Pi) can be quantitative, qualitative as well
as a finite data set. A property Pi of an agent a can thus have a value di, a can hide it



6 M. Zargayouna, J.S. Trassy, and F. Balbo

(Pi(a) = unknown) or it can be undefined for the corresponding agent (Pi(a) = null).
The case where an agent hides a given property is temporary and could dynamically be
changed during the execution, but the information about the non-definition of Pi is
structural and clearly clusters the set A of agents in several categories.

Definition 2 (Agent Category). AC ∈ A is an Agent Category ⇐⇒ ∀ai ∈ AC , ∀Pj ∈
P, if Pj(ai) 	= null =⇒ �ak ∈ AC |Pj(ak) = null

Reduced to this definition, agent categories define a Galois-lattice (cf. Fig.1), with g
and h are the Galois correspondences.

g : P(A) → P(P ), g(AC) 
→ {Pj ∈ P |∀ai ∈ AC , Pj(ai) 	= null}
h : P(P ) → P(A), h(PC) 
→ {ai ∈ A|∀Pj ∈ PC , Pj(ai) 	= null}

The top of the lattice represents the agents (may be virtual) which exhibit only null
values and the bottom represents the (virtual) agents which exhibit no null values. The
designer could define a new top by defining a minimal property (typically an identifier).

Definition 3 (Minimal property of an agent). Pj ∈ P is a minimal property ⇐⇒
∀ai ∈ A, Pj(ai) 	= null

The same categorization can be applied to the objects O, and provides then a typology
of objects present in the system. This information (together with D, the description
domains) can be exhibited as a meta-information in the environment, which could be
used by the newly coming agents in order to know the interaction possibilities inside
the MAS.

In SDA, a symbolic object puts together (in the same ‘class’) entities according to
their description. In order to model an interaction, more than one kind of entities (agents
and objects) have to be gathered. A filter f is then defined as a conjunction of symbolic
objects (which is a symbolic object too). A filter connects the description of an agent to

Fig. 1. Agent Categories Galois-lattice
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the context that it perceives; a context is a state of the environment at a given moment
e.g. the presence of a certain agent in the vicinity of a given node. Thus, the definition
of a filter is:

Definition 4 (Filter). f : A × O × P(Ω) → {true, false}
f(a, o, C) = ∧i∈Ia [Pi(a)RiVi] ∧i∈Io [Pi(o)RiVi] ∧i∈IC (∧c∈C [Pi(c)RiVi])
f(a, o, C) =⇒ perceive(a, o)

Ia ⊂ I (respectively Io and IC ) contains the indices ranging over P that are used in f
as selection criteria for the agent (respectively the object and the context). R and V are
respectively the binary operators and the values of the descriptions that define the condi-
tions to be held by a, o and C. A filter is the intention definition of the relation between
a particular entity a and other entities c in C according to its own description and those
of each c, it conditions the perception of a certain o by a. For instance, consider the
following filter: f(a, o, {a2}) = [Pidentifier(a) = Pidentifier(a1)] ∧ [Powner−id(o) =
Pidentifier(a2)] ∧ [Pstate(a2) = “busy”]. The first condition indicates that this filter
concerns the perception a given agent a1; a1 perceives the objects for which the prop-
erty owner − id is defined and is equal to the identifier of a given agent a2 iff the
latter is busy. The observable properties of a special agent, the exchange of a message
between two defined agents, the presence of a particular object or the combination of
these instances can be used to define a particular context. A filter is the conjunction of at
least two conditions, the first being related to the receptor and the second being related
to o (in this case, there is no special context). This definition implies that the same o
can be perceived according to different contexts, or on the contrary that, with the same
context, several o can be perceived.

The whole system can have laws that cannot be broken e.g. a light signal cannot
pass through an opaque object or an opaque fluid; the control by the environment is
possible inside our model in a straightforward way [9]. In fact, the environment can put
new filters itself and it manages the whole filters’ scheduling; since its filters express
the possibilities of interactions, they are executed before those of the agents. In order
to express the environment’s filters, we introduce the notion of negative filters. They
are defined in the same way as filters, except that f(a, o, C) =⇒ ¬perceive(a, o).
Instead of enabling perception, the negative filters prevent it. As the environment may
manage both filters and negative filters, it is possible to control standard behaviors, by
enforcing and/or forbidding certain message transmissions or certain objects perception
e.g. radius of perception in situated agents. The negative filters block any further filter
that would concern the same a and o. Detailing these features is the purpose of the next
section: we show how EASI can be used to supervise protocol executions and how it
embeds the classical interaction patterns.

3 Protocol and Control

As we argue that the PBC principle embeds the other patterns of interaction, we demon-
strate how to express them in a unified way via the EASI model. In this section, we
introduce an example of the use of EASI, and we give the different possibilities a de-
signer has thanks to the environment model. We consider a multiagent application in
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Fig. 2. FIPA Contract-Net Protocol (left) and Payment protocol (right)

the domain of electronic auctions. There are seller agents and customer agents. Every
agent has two minimal properties: its “identifier” (Pidentifier) and its “group” (Pgroup).
In addition, the customer agents have a third property, “interest” (Pinterest), which al-
lows them to express what kind of item interests them, and the seller agents have a
property “speciality” (Pspeciality ), which shows the kinds of goods they sell. The ne-
gotiation over the goods is fulfilled via a Contract-Net Protocol (CNP [4]) (cf. Fig. 2).
The customer agent calls for proposals (cfp) for a good, and the seller may reject the
cfp call, or make a proposition with a particular price. The buyer chooses one (or none)
of the sellers and sends the confirmation or rejection messages to the corresponding
agents. The messages are FIPA-ACL compliant, i.e. they exhibit as observable proper-
ties the parameters defined in FIPA-ACL 1: Pperformative, Pconversation−id, Psender

etc. Finally, the sender sends the goods and requests the payment via a second proto-
col. In this MAS, we enable dyadic interaction via a first filter: every addressee of a
message should receive it via fDyadic(a, m) = [Pidentifier(a) = Preceiver(m)]. De-
pending on the policy of the MAS, the first message may be sent to every agent by
broadcast, or to selected agents by multicast. The broadcast can be realized for every
cfp message with the following filter: fBrodacast cfp(a, m, C) = [Pidentifier(a) 	=
null]∧ [Pperformative(m) = “call−for−proposal”]. A multicast is achieved thanks
to fMulticast(a, m) = [Pidentifier(a) ∈ Preceiver(m)], considering that the property
Preceiver of the message is composed of several addresses.

1 Foundation for Intelligent Physical Agents, Version J http://www.fipa.org/specs/
fipa00061/
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We may also integrate other models for particular messages. For example, the AGR
(Agent, Group, Role) model proposes agents that are situated in groups and play roles
[5] inside each group. If these two pieces of information appear as observable proper-
ties, it is possible to manage the interaction in the same way as the Madkit 2, which is
the platform dedicated to this model. For instance, the sending of a message to the
group of sellers is achieved thanks to fMulticast Group(a, m) = [Pidentifier(a) 	=
null] ∧ [Pgroup = “seller”]. In the same way, it is possible to restrict broadcast
to a role. If the initiator sends a message to the agents having a specific role in a
group (a restricted broadcast) then the filter is: fRG(a, m, a1) = [Pidentifier(a1) =
Psender(m)] ∧ [Pgroup(a1) ∈ Pgroup(a)] ∧ [Prole(a1) ∈ Prole(a)]. This filter restricts
the reception to messages which emitter belongs to one of the groups to which the
receptor a belongs and who plays one of the roles that the receptor a plays.

Finally, we may explore ad hoc interactions, notably by taking advantage of the ob-
servability of the property “speciality”. The buyer may send its message to the only
sellers that sell a particular kind of goods. This may be achieved either at each mes-
sage by putting the corresponding filter: fAd Hoc(a, m) = [Pspeciality(a) = spec] ∧
[Pconversation−id = id] with spec the speciality and id the particular id of the call
for proposal it sends. Another way to achieve this is to enable a property “speciality”
in the cfp messages; which is then managed by a generic filter each time this field is
filled: fAd Hoc Gen(a, m) = [Pspeciality(a) = Pspeciality(m)] ∧ [Pperformative(m) =
“call − for − proposal”]. The remainder of the messages (proposals etc.) are sent via
the dyadic filter, i.e. a classical dyadic interaction. However, the agents may overhear
some messages that are not addressed to them, in order to monitor the MAS for exam-
ple, or to improve their perception of their environment. Let the monitoring agent(s)
exhibit Pgroup(a) = “monitor”. A non-discriminating monitoring filter would be:

fMonitor(a, m) = [Psender(m) 	= null] ∧ [Pgroup(a) = “monitor”]. If the agent
wants to overhear only one agent a1, it modifies the first clause with [Psender(m) =
Pidentifier(a1)]; if it wants to overhear only acceptation messages it adds a clause
[Pperformative(m) = “accept”]. Other examples of focused overhearing are for a
seller to receive the offers of the other sellers in order to be more competitive; or
a buyer may want to receive offers it has not issued a cfp for. For the first situa-
tion, the filter is: fawareness 1(a, m, {a2}) = [Pidentifier(a) = Pidentifier(a1)] ∧
[Pperformative(m) = “propose”] ∧ [Psender(m) = Pidentifier(a2)] ∧ [Pgroup(a2) =
“seller”]∧[Pspeciality(a2) = “discs”]: a1 overhears all the “propose” messages issued
by “discs” sellers. The filter that corresponds to the second situation is:

fawareness 2(a, m) = [Pidentifier(a) = Pidentifier(a1)] ∧ [Pperformative(m) =
“propose”] ∧ [Pspeciality = “books”]: a1 overhears every book proposal message.
These examples describe how EASI enables the agents to achieve interactional aware-
ness thanks to their filters and to specialize their perception.

When the negotiation is over, the seller asks the payment of the good(s) to the client
(cf. Fig. 2). This protocol must not be overheard, as it may contain secured information.
This is achieved by the two following negative filters, which secure the protocol by
forbidding the reception of the messages with the performatives request-payment and
send-payment by other agents than those specified as “receiver” parameter:

2 http://www.madkit.org
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fOH Ban 1(a, m, C) =⇒ ¬perceive(a, m) with fOH Ban 1(a, m, C) =
(Pidentifier(a) 	= Preceiver(m)) ∧ (Pperformative(m) = “request − payment”) and
fOH Ban 2(a, m, C) =⇒ ¬perceive(a, m) with fOH Ban 2(a, m, C) =
(Pidentifier(a) 	= Preceiver(m)) ∧ (Pperformative(m) = “send − payment”). As
the filter is managed by the environment, even the monitoring filters cannot overrule
the perception ban. Note that the filter fDyadic automatically manages the messages for
the intended receiver.

EASI enables the environment to support the MAS protocol management. In addi-
tion, thanks to the PBC principle, it enables the use, in the same MAS, of different
interaction patterns such as AGR, multicast and indirect interactions. The designer em-
ploying EASI may choose for every situation the best solution, which can be dynamic
during runtime, and equally use different means to adjust the protocol endorsement to
the needs of the system.

4 Application: Agent Information Server

We apply the EASI model to an information server embedding agents representing both
human users and transportation web services. The server informs users about transporta-
tion networks’ status online. Every user has a specific goal during his connection to the
server. The transportation web services exhibit their domain of expertise as observable
properties. Transportation services providers can provide informations as a response
to a request, or asynchronously by sending periodic notifications about disturbances,
accidents, special events etc.

4.1 Technical Details

We implemented a web server, the environment is a rule-based engine wrapped inside
the server, it handles rules (filters) and facts (both agents and objects) [12]. The only en-
tities’ attributes taken into account by the engine are observable properties. Every web
service has a representative inside the server responsible of the convey of messages from
the server to the physical port of the web service and inversely. Messages’ exchange
between the server and the web services are SOAP messages3 and asynchronous com-
munication is fulfilled through the JAXM api4 for web services supporting SOAP, and a
FTP server otherwise, used this way as a mailbox. This communication heterogeneity is
of course transparent for the agents inside the environment i.e. they interact exactly the
same way within the MAS environment whatever the transport protocol used is. Every
user is physically mobile and connects via a MPTA (Mobile Personal Transport Assis-
tant) to the server, and has during his session a representative agent inside the server, it
is his interlocutor during his connection.

4.2 Execution

The problem in this kind of application domains concerns the information flows that are
dynamic and asynchronous. Every information source is a hypothetic source of relevant

3 Simple Object Access Protocol http://www.w3.org/TR/SOAP
4 Java Api for XML Messaging, http://java.sun.com/webservices/jaxm/
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information, thus an agent cannot know a priori which information it is interested in, it
depends on its runtime changing context. Its context depends on a crossing of different
information. Also, all the human users are not the same, their preferences are not homo-
geneous and their profiles have to be taken into account in their interaction with the sys-
tem. Let us describe an example of use of the server. There is an abstraction of the trans-
portation network inside the server, composed of stops. They are objects as described in
the model. Every stop is described by a line number Pline to which it belongs and a po-
sition number Pnumber reflecting its position in the line. A user (its representative, say
u) is described by its actual position in the network (a couple (myline, mynumber)),
and by properties expressing its transportation modes’ preferences (mode), the desired
extra-transportation services (coffee-shops, parkings etc.). Basically, u has a path to
follow during its trip i.e. a list of triples (line, numbersource, numberdestination)+,
each triple represents a continuous trip, without change. u creates a filter f restricting
its interaction to messages dealing with events occurring on its road. For instance, let
path(u) = [(2, 4, 10), (4, 5, 14)] reflecting that u has to change at the stop number 10,
walk to stop number 5 of the line 4 and continue on the line 4 until the stop number
14. The corresponding filters are: f1(u, m) = [Pid(u) = myid] ∧ [Psubject(m) =
“alert”] ∧ [Pline(m) = 2] ∧ [mynumber ≤ Pnumber(m)] ∧ [Pnumber(m) ≤ 10] and
f2(u, m) = [Pid(u) = myid] ∧ [Psubject(m) = “alert”] ∧ [Pline(m) = 4] ∧ [5 ≤
Pnumber(m)] ∧ [Pnumber(m) ≤ 14]. u is interested by the only alerts concerning its
own path expressed in f1 and f2. It is then notified about every alert event occurring
in these segments of network. Since mynumber is updated in every move, the con-
cerned segment is reduced gradually until mynumber = 10, then u retracts f1 and f2
becomes: f2(u, m) = [Pid(u) = myid] ∧ [Psubject(m) = “alert”] ∧ [Pline(m) =
4] ∧ [mynumber ≤ Pnumber(m)] ∧ [Pnumber(m) ≤ 14] until the trip ends.

A private transportation operator, say p, has a representative in the server. It has the
following filter: fp

awareness(a, m, a1) = [Pid(a) = myid]∧ [Psubject(m) = “alert”]∧
[Pline(m) = Pmyline(a1)] ∧ [Pmynumber(a1) ≤ Pnumber(m)]. The message that is
caught by u is also caught by p, it knows that u has a disturbance on its road and can
propose him an alternative transportation mode. p identifies this way a context in which
its target market is involved, it identifies the subset of alert messages that are actually
received by travelers and it uses this information to send addressed propositions to its
possible customers. The described process is an application of the PBC model and it
avoids the periodic requests for new relevant information, handles automatically ad hoc
events occurring in the network and enables the agents to react following their runtime
changing contexts.

5 Conclusion and Perspectives

We propose a generic coordination principle: the Property Based Coordination. Based
on the notion of observability, it generalizes existing cooperation schemas as the Capa-
bility Based Cooperation, Agent Group Role, Overhearing, Mutual Awareness etc. We
also presented the EASI model, a straightforward way to instantiate PBC. It enables
the use of the environment as a sharing place where the agents manage their interaction
according to their context. Entities composing the environment are agents and objects.
The latter embeds the non-agent entities. With the observable properties, the entities
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composing the environment can be clustered into agent categories, messages typology
etc. which can be available as meta-information in the system. The environment is re-
sponsible of the aggregation of the filters to determine who perceives what (e.g. by a
rule-based engine) and can restrict the interaction possibilities thanks to filters. In fu-
ture works, we propose to investigate a formal model of actions in a system based on
PBC and its dynamics. Applications from the transportation domain are implemented,
in which we experiment new heuristics to solve the scheduling and routing problems,
these heuristics are discovered thanks to the retained model of the environment.
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Abstract. In this paper, we propose a general and abstract formal set-
ting for argumentative dialogue protocols. We identify a minimal set
of basic parameters that characterize dialogue protocols. By combin-
ing three parameters, namely the possibility or not of backtracking, the
number of moves per turn and the turn-taking of the agents, we identify
eight classes of protocols. We show that those classes can be reduced to
three main classes: a ‘rigid’ class, an ‘intermediary’ one and a ‘flexible’
one. Although different proposals have been made for characterizing di-
alogue protocols, they usually take place in particular settings, where
the locutions uttered and the commitments taken by the agents during
dialogues and even the argumentation system that is involved are fixed.
The present approach only assumes a minimal specification of the no-
tion of dialogue essentially based on its external structure. This allows
for protocol comparison and ensures the generality of the results.

Keywords: Protocol, Dialogue, Multi-agent systems.

1 Introduction

An important class of interactions between agents in multi-agent systems take
the form of dialogues. There is a great variety of dialogues ranging from ex-
changes of pre-formatted messages to argumentation-based dialogues. In this
latter category, Walton and Krabbe [1] distinguish six types of dialogue including
negotiation, persuasion and information seeking. A key component for designing
a dialogue system is its protocol. A protocol is a set of rules that govern the
well-behaviour of interacting agents in order to generate dialogues. It specifies
for instance the set of speech acts allowed in a dialogue and their allowed types
of replies. A research trend views dialogues as dialogue games [2,3], where the
agents are considered as playing a game with personal goals and a set of moves
(i.e. instantiated speech acts) that can be used to try to reach those goals. Once
a protocol has been fixed, choosing among moves is a strategy problem. While
a protocol is a public notion independent of any mental state of the agents, a
strategy is crucially an individualistic matter that refers to their personal at-
titude (being cooperative or not) and to their knowledge, in order to optimize
their benefits w.r.t. their preferences.

Various dialogue protocols can be found in the literature, especially for persua-
sion [4,5] and negotiation [6,7,8,9,10,11,12] dialogues. A natural question then
emerges about how to compare or categorize the existing dialogue protocols,
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and more generally to characterize the minimal features that should be fixed
for defining a protocol. This problem has been tackled in different ways. For
instance in [13], dialogue protocols have been informally specified in terms of
commencement, combination and termination rules. They have been compared
essentially on the basis of the locutions uttered and the commitments taken by
the agents during the generated dialogues. Subsequently and exploiting the same
idea, dialogue protocols have been represented as objects of a category theory
where the locutions and commitments are considered as morphisms [14].

In [15], a formal framework for persuasion dialogues have been proposed. The
coherence of persuasion dialogues is ensured by relating a so-called ‘reply struc-
ture’ on the exchanged moves to the proof theory of argumentation theory [16].
This allows some flexibility on the structure of protocols regarding the turn-
taking of the agents or the relevance of the moves.

The general setting that we propose in this paper can constitute the basis of
further dialogue systems formalization. Namely, from a minimal set of basic pa-
rameters, eight classes of dialogue protocols are identified then further clustered
in three main categories : a ‘rigid’ class, an ‘intermediary’ one and a ‘flexible’
one. This classification of protocols is essentially obtained by comparing the
structure of the dialogues that they can generate, which in turn depends on the
values of the basic parameters.

For instance, most of game-theoretic negotiation protocols such as bargain-
ing [17], contract net [18] or e-commerce [19,20] are rather simple since agents
only exchange offers and counter-offers1. Thus they can be classified in the rigid
class. On the contrary, protocols for argumentative dialogues [21,22] are more
complex since agents not only put forward propositions, they also try to per-
suade one another about their validity through arguments. Arguments may be
defeated thus it would be preferable to allow agents to try other argumenta-
tive tactics. Thus such protocols need more flexibility to be handled such as the
ability of backtracking or playing several moves at the same turn.

Therefore, when dealing with some dialogue type, it would be enough to in-
stantiate the proposed parameters, and to refer to a convenient protocol from
one of the main identified classes. This would help to compare, for instance,
negotiation approaches which is up to now undone.

This paper is organized as follows: Section 2 proposes the basic parameters
that define a formal model for dialogue protocols. Section 3 studies the classes of
protocols obtained by combining the parameters, and shows their relationships.
Finally, Section 4 provides some discussions of related works w.r.t. the classes of
protocols and concludes.

2 A Formal Setting for Dialogue Protocols

A protocol is a set of rules that govern the construction of dialogues between
agents. Those rules come from fixing a set of basic parameters common to all
1 Although those models focus on the design of appropriate strategies rather than

complex protocols.
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argumentative dialogue protocols. Different definitions of the parameters lead to
distinct protocols that may generate structurally different dialogues.

We identify seven parameters considered as essential for defining any dialogue
protocol, denoted by π, as a tuple π = 〈L, SA, Ag, Reply, Back, Turn, N Move〉
where:

1. L is a logical language. Let Wff(L) be the set of well-formed formulas of L,
and Arg(L) the set of arguments2 that can be built from L.

2. SA is a set of speech acts or locutions uttered in a dialogue. Examples of
speech acts are ‘offer’ for making propositions in a negotiation dialogue,
‘assert’ for making claims and ‘argue’ for arguing in a persuasion dialogue.

3. Ag = {a1, . . . , an} is a set of agents involved in a dialogue.
4. Reply : SA −→ 2SA is a function associating to each speech act its ex-

pected replies. For instance, a challenged claim needs to be replied to by an
argument.

5. Back ∈ {0, 1} is a variable such that Back = 1 (resp. 0) means that the pro-
tocol allows (resp. or not) for backtracking. This notion consists of replying
to moves (i.e. speech acts with their contents) uttered at any earlier step of
the dialogue, and not only to the previous one. If backtracking is forbidden,
then a move is restricted to be a reply to the move uttered just before it.
Backtracking may take two forms [15]:

- Alternative replies: An agent may give some reply to a move and later
in the dialogue it decides to change this reply by uttering an alternative
one.

- Postponed replies: An agent may delay its reply to some move to a later
step of the dialogue because it prefers first replying to another move.

6. Turn : T −→ Ag is a function governing the turn-taking of the agents,
where T = {t1, . . . , tk, · · · | ti ∈ IN, ti < ti+1} is the set of turns taken by
the agents. Most of existing protocols consider that the agents take turns
during the generated dialogues. However, it is interesting to consider other
turn-taking patterns:

- Take turns: The turns shift uniformly to all the agents,
- Do not take turns: The turns shift erratically, w.r.t. some given rules.

7. N Move : T × Ag −→ IN is a function determining at each turn and for each
agent the number of moves that it is allowed to perform at that turn. It is
defined as ∀(ti, aj), N Move(ti, aj) > 0 iff Turn(ti) = aj . The opportunity
of playing several moves per turn is well illustrated by argumentation-based
negotiation dialogues. Indeed, an agent may propose an offer and arguments
in its favour at the same turn in order to convince its peers [9].

Note that the above definition of Turn as a mapping from T to Ag covers the
special case where the agents take turns:

Proposition 1. Let Ag = {a1, . . . , an}. If ∀ti ∈ T , Turn(ti) = ai modulo n, then
the agents take turns (supposing without loss of generality that agent a1 plays
first, at turn t1).
2 An argument is a reason to believe statements. Several definitions of arguments exist.

See [23] for more details.
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Similarly, the definition of N Move includes the particular case where the agents
perform exactly one move per turn:

Proposition 2. If ∀ti ∈ T , ∀aj ∈ Ag, Turn(ti) = aj and N Move(ti, aj) = 1,
then the agents play exactly one move per turn.

Protocols govern the construction of dialogues. Before defining that notion of
dialogue, let us first introduce some basic concepts such as: moves and dialogue
moves.

Definition 1 (Moves). Let π = 〈L, SA, Ag, Reply, Back, Turn, N Move〉 be a
protocol. A move m is a pair m = (s, x) s.t. s ∈ SA, x ∈ Wff(L) or x ∈ Arg(L).
Let M be the set of moves that can be built from 〈SA, L〉. The function Speech
returns the speech act of the move m (Speech(m) = s), and Content returns its
content (Content(m) = x).

Some moves may not be allowed. For instance, a speech act ‘offer’ is usually
used for exchanging offers in negotiation dialogues. Thus, sending an argument
using this speech act is not a ‘well-formed’ move. This is captured by a mapping
as follows:

Definition 2 (Well-formed moves). Let WFM : M −→ {0, 1}. A move m ∈ M
is well-formed iff WFM(m) = 1.

A second basic concept is that of ‘dialogue move’.

Definition 3 (Dialogue moves). Let π = 〈L, SA, Ag, Reply, Back, Turn,
N Move〉 be a protocol. A dialogue move M in the set of all dialogue moves denoted
DM , is a tuple 〈S, H, m, t〉 such that:

– S ∈ Ag is the agent that utters the move, given by Speaker(M) = S
– H ⊆ Ag denotes the set of agents to which the move is addressed, given by

a function Hearer(M) = H
– m ∈ M is the move, given by a function Move(M) = m and s.t. WFM(m) = 1
– t ∈ DM is the target of the move i.e. the move which it replies to, given by a

function Target(M) = t. We denote t = ∅ if M does not reply to any other
move.

Dialogues are about subjects and aim at reaching goals. Subjects may take two
forms w.r.t. the dialogue type.

Definition 4 (Dialogue subject). A dialogue subject is ϕ such that ϕ ∈
Wff(L), or ϕ ∈ Arg(L).

The goal of a dialogue is to assign a value to its subject pertaining to some
domain. Two types of domains are distinguished according to the dialogue type.

Definition 5 (Dialogue goal). The goal of a dialogue is to assign to its subject
ϕ a value v(ϕ) in a domain V such that:

– If ϕ ∈ Wff(L), then v(ϕ) ∈ V = V1 × · · · × Vm

– If ϕ ∈ Arg(L), then v(ϕ) ∈ V = {acc, rej, und}.
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The nature of the domain V depends on the dialogue type. For instance, the
subject of a negotiation dialogue with the goal of choosing a date and a place to
organize a meeting, takes its values in V1 × V2, where V1 is a set of dates and V2
a set of places. The subject of an inquiry dialogue with the goal of asking about
the president’s age, takes its values in a set V1 of ages. Regarding persuasion
dialogues whose goal is to assign an acceptability value to an argument3, the
possible values are acceptable, rejected and undecided.

Let ‘?’ denote an empty value. By default the subject of any dialogue takes
this value.

Now that the basic concepts underlying the notion of a dialogue are intro-
duced, let us define formally a dialogue conducted under a given protocol π.

Definition 6 (Dialogue). Let π = 〈L, SA, Ag, Reply, Back, Turn, N Move〉
be a protocol. A dialogue d on a subject ϕ under the protocol π, is a non-empty
(finite or infinite) sequence of dialogue moves, d = M1,1, . . . , M1,l1 , . . . , Mk,1,
. . . , Mk,lk , . . . such that:

1. ϕ ∈ Wff(L) or ϕ ∈ Arg(L). Subject(d) = ϕ returns the dialogue subject
2. ∀Mi,j , i ≥ 1, 1 ≤ j ≤ li, Mi,j ∈ DM
3. ∀i, i ≥ 1, Speaker(Mi,j) = Turn(ti)
4. ∀i, i ≥ 1, li = N Move(ti, Speaker(Mi,li))
5. ∀i, i ≥ 1, Speaker(Mi,1) = · · · = Speaker(Mi,li)
6. If Target(Mi,j) 	= ∅,

then Speech(Move(Mi,j)) ∈ Reply(Speech(Move(Target(Mi,j))))
7. ∀j, 1 ≤ j ≤ l1, Target(M1,j) = ∅
8. ∀Mi,j, i > 1, Target(Mi,j) = Mi′,j′ such that:

– If Back = 1, then 1 ≤ i′ < i and 1 ≤ j′ ≤ li′

– If Back = 0, then [(i−(n−1)) ≤ i′ < i] and 1 ≤ j′ ≤ li′ , where [i−(n−1))
≥ 1] and n is the number of agents.

If the sequence d = M1,1, . . . , M1,l1, . . . , Mk,1, . . . , Mk,lk , . . . is finite, then the
dialogue d is finite, otherwise d is infinite.

We denote by Dπ the set of all dialogues built under the protocol π.
Condition 3 states that the speaker is defined by the function Turn. Condition

4 specifies the number of moves to be uttered by that agent. Condition 5 ensures
that effectively that number of moves is uttered by that agent. Condition 6
ensures that the uttered speech act is a legal reply to its target. Condition 7
states that the initial moves played at the first turn by the agent which starts
the dialogue do not reply to any other move. Condition 8 regulates backtracking
for all moves different from the initial ones. Indeed, if backtracking is allowed
then a move can reply to any other move played previously in the dialogue.
Otherwise, this is restricted to the moves played by the other agents at their last
turn just before the current one.

3 Dung [16] has defined three semantics for the acceptability of arguments. An argu-
ment can be accepted, rejected or in abeyance. Formal definitions of those status of
arguments are beyond the scope of this paper.
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This notion of non-backtracking can be illustrated as follows: consider a dia-
logue between two agents that take turns to play exactly one move per turn. If
backtracking is forbidden, then each move (except the first one) replies to the
one played just before it.

The above definition of backtracking captures its two types: an alternative
reply and a postponed reply.

Definition 7. Let π = 〈L, SA, Ag, Reply, Back, Turn, N Move〉 be a protocol.
Let d ∈ Dπ with d = M1,1, . . . , M1,l1 , . . . , Mk,1, . . . , Mk,lk , . . . . Let Mi,j , Mi′,j′ ∈
DM s.t. Target(Mi,j) = Mi′,j′ . If Back = 1, then:

– Mi,j is an ‘alternative reply’ to Mi′,j′ iff ∃f , i′ < f < i and ∃k, 1 ≤ k ≤ lf
s.t. Target(Mf,k) = Mi′,j′ and Speaker(Mf,k) = Speaker(Mi,j)

– Mi,j is a ‘postponed reply’ to Mi′,j′ iff ∀f , i′ < f < i and ∀k, 1 ≤ k ≤ lf ,
s.t. if Target(Mf,k) = Mi′,j′ then Speaker(Mf,k) 	= Speaker(Mi,j).

Each dialogue has an outcome which represents the value assigned to its subject.
This outcome is given by a function as follows:

Definition 8 (Dialogue outcome). Let π = 〈L, SA, Ag, Reply, Back, Turn,
N Move〉 be a protocol. Outcome : Dπ −→ V ∪ {?}, s.t. Outcome(d) =? or
Outcome(d) = v(Subject(d)).

Note that if d is infinite, then v(Subject(d)) =? thus Outcome(d) =?.

The outcome of a dialogue is not necessarily an optimal one. In order to compute
the optimal outcome of a dialogue, it is necessary to specify its type, to fix all
the parameters of the protocol that generates it (such as its set of speech acts),
and also to specify the belief and goals bases of the agents. This is beyond the
scope of this paper.

3 Classes of Dialogue Protocols

In this section, we combine three basic binary parameters, namely: backtracking,
turn-taking and number of moves per turn. This leads to eight classes of protocols
that are then compared on the basis of the structure of dialogues that they can
generate. We show that some classes are equivalent, and that others are less rigid
than others w.r.t. the dialogue structure. Two types of results are presented:
those valid for dialogues between multiple agents (n > 2), and those that hold
only for two agents dialogues.

In order to compare classes of protocols, we need to compare pairs of dialogues
that they generate. Johnson et al. [13] have discussed how to determine when two
dialogue protocols are similar. Their approach is based on syntax (e.g. speech
acts) or agents’ commitments. Our view is more semantically oriented in that we
consider a notion of equivalent dialogues based on their subject and the outcome
that they reach, by insuring that they have some moves in common. Formally:

Definition 9 (Equivalent dialogues). Let π1 = 〈L, SA, Ag, Reply, Back,
Turn, N Move〉 and π2 = 〈L, SA, Ag, Reply, Back, Turn, N Move〉 be two pro-
tocols. Let d1 ∈ Dπ1 and d2 ∈ Dπ2 be two finite dialogues. Let DM1 and DM2



A Formal General Setting for Dialogue Protocols 19

denote the set of dialogue moves of d1 and d2 respectively. d1 is equivalent to
d2, denoted d1 ∼ d2, iff: i) Subject(d1) ≡4 Subject(d2), ii) Outcome(d1) =
Outcome(d2), and iii) DM1 ∩ DM2 	= ∅.

Let us take an illustrative example.

Example 1. The following dialogues between a1 and a2 are equivalent:5

a1: Offer(x) a1: Offer(x)
a2: Argue(S, x), (where S � x) a2: Refuse(x)
a1: Accept(x) a1: Why refuse(x)?

a2: Argue(S′, ¬x), (where S′ � ¬x)
a1: Argue(S, x), (where S � x)
a2: Accept(x)

We define equivalent protocols as protocols that generate equivalent dialogues.

Definition 10 (Equivalent protocols). Let π1 = 〈L, SA, Ag, Reply, Back,
Turn, N Move〉 and π2 = 〈L, SA, Ag, Reply, Back, Turn, N Move〉 be two pro-
tocols. π1 is equivalent to π2, denoted π1 ≈ π2, iff ∀d1 ∈ Dπ1 , ∃d2 ∈ Dπ2 s.t.
d1 ∼ d2, and ∀d2 ∈ Dπ2 , ∃d1 ∈ Dπ1 s.t. d2 ∼ d1.

In all what follows, Π denotes a class of protocols. If any dialogue conducted
under Π1 has an equivalent dialogue under Π2, then DΠ1 ⊆ DΠ2 , and we write
Π1 ⊆ Π2.

Before comparing the eight classes of protocols obtained by combining the
aforementioned parameters, the following results can be established where sim-
plified notations are adopted for the values of the parameters:

– x = B̄ if Back = 0, x = B if Back = 1,
– y = T if Turn requires taking turns, y = T̄ otherwise,
– z = S if N Move allows for single move per turn, z = M for multiple moves.

Let Π be a class of protocols. Πxyz stands for the class of protocols such that,
everything being equal elsewhere, the parameters Back, Turn and N Move take
respectively the values x, y and z. Note that we only index the parameters whose
values are modified.

The following result shows that a class of protocols where one parameter is
assigned some value is included in the class of protocols where this parameter
takes the opposite value.

Proposition 3. Let Πx, Πy and Πz be three classes of protocols (where x, y
and z are defined as above). The following inclusions hold: i) ΠB̄ ⊆ ΠB, ii)
ΠT ⊆ ΠT̄ , and iii) ΠS ⊆ ΠM .

Then, combinations of pairs of parameters lead to the following inclusions:

4 ≡ stands for logical equivalence.
5 The role of each speech act in both dialogues can be easily understood from its

designation.
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Proposition 4. Let Πxz, Πyz and Πxy be three classes of protocols. We have:
i) ΠB̄S ⊆ ΠBM , ii) ΠTS ⊆ ΠT̄M , and iii) ΠB̄T ⊆ ΠBT̄ .

The next result shows that combining pairs of parameters gives birth to equiva-
lent classes of protocols. If n > 2, then we can only state the inclusion relation-
ship between classes where the parameter turn-taking is fixed.

Proposition 5. Let Πxz, Πyz and Πxy be three classes of protocols. The fol-
lowing equivalences hold:
– ΠB̄M ≈ ΠBS

– If n = 2, then ΠTM ≈ ΠT̄S. If n > 2, then ΠTM ⊆ ΠT̄ S

– If n = 2, then ΠBT ≈ ΠB̄T̄ . If n > 2, then ΠBT ⊆ ΠB̄T̄ .

Finally, it is worth pointing out that by fixing the three parameters, we are able
to compare the eight classes of protocols and to identify the equivalent ones.

Proposition 6. Let Πxyz be a class of protocols. The following equivalences and
inclusions hold:

– If n = 2, then
ΠB̄TS ⊆ ΠB̄T̄M ≈ ΠBTM ≈ ΠBT̄S ≈ ΠB̄TM ≈ ΠB̄T̄S ≈ ΠBTS ⊆ ΠBT̄ M

– If n > 2, then
ΠB̄TS ⊆ ΠBTS ≈ ΠB̄TM ⊆ ΠBTM ⊆ ΠBT̄S ≈ ΠB̄T̄M ⊆ ΠBT̄ M , and
ΠB̄TS ⊆ ΠBTS ≈ ΠB̄TM ⊆ ΠB̄T̄ S ⊆ ΠBT̄ S ≈ ΠB̄T̄M ⊆ ΠBT̄M .

This result shows that when dealing with interactions between two agents, the
eight classes of protocols reduce to three classes. Thus, a protocol for any dialogue
system involving two agents can be formalized by choosing the adequate protocol
in one of those three classes.

It also shows the intuitive result that protocols of the class ΠB̄TS , i.e. gener-
ating dialogues where backtracking is forbidden, the agents take turns and play
one move per turn, are the most ‘rigid’ ones in terms of dialogue structure. This
gathers for instance e-commerce protocols. Conversely, protocols of the class
ΠBT̄M , i.e. generating dialogues where backtracking is allowed, the agents do
not take turns and play several moves per turn, are the most ‘flexible’ ones. This
encompasses for instance argumentation-based dialogue protocols. Indeed, most
of game-theoretic negotiation protocols such as bargaining [17], contract net [18]
or e-commerce [19,20] are rather simple since agents only exchange offers and
counter-offers6. Thus they can be classified in the rigid class. On the contrary,
protocols for argumentative dialogues [21,22] are more complex and need more
flexibility to be handled. The remaining protocols are called ‘intermediary’ in
that they allow for flexibility on one or two parameters among the three binary
ones, but not on all of them at the same time. For instance, protocols from the
class ΠBT̄S impose some rigidity by enforcing the agents to play a single move
per turn.

6 Although those models focus on the design of appropriate strategies rather than
complex protocols.
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4 Discussion and Conclusion

In this paper, we have proposed a general and abstract framework for dialogue
protocols. In particular, we have presented a minimal set of basic parameters
that define a protocol. Some parameters depend on the intended application
of the framework. Indeed, the logical language used in the framework, the set
of speech acts and the replying function directly relate to the dialogue type
and to the context in which it occurs. Other parameters are more generic since
they relate to the external structure of the generated dialogues. Those are the
possibility or not of backtracking, the turn-taking of the agents and the number
of moves per turn. Combinations of those three parameters give birth to eight
classes of protocols.

In the particular case of dialogues between two agents, and which is the most
common in the literature, we have shown that those classes reduce to three
main classes: a first class containing ‘rigid’ protocols, a second one containing
‘intermediary’ ones, and a third one containing ‘flexible’ ones. We have also
studied the relationships between the eight classes in the general case of dialogues
between more than two agents.

Recently, Prakken [15] has proposed a formal dialogue system for persuasion,
where two agents aim at resolving a conflict of opinion. Each agent gives ar-
guments in favour of its opinion or against the one of its opponent, such that
arguments conflict. By analyzing the defeat relation between those arguments
and counterarguments, the introduced protocol is structured as an argument
game, like the Dung’s argumentation proof theory [16]. Thus each performed
move is considered to ‘attack’ or ‘surrender to’ a previous one, and is attributed
a ‘dialogical status’ as either ‘in’ or ‘out’. A labeling procedure governs the as-
signment of those statuses. It allows for defining a turn-taking rule, it regulates
backtracking by checking the relevance of moves. This framework is intended
to maintain coherence of persuasion dialogues. Although it is well-defined and
well-motivated, it is specific to dialogue systems modeling defeasible reasoning.
With respect to our main result, this protocol belongs to the intermediary class
denoted by ΠBTM , where n = 2 (the number of agents).

We now consider other protocols that can be found in the literature. For in-
stance, McBurney et al. [22] have proposed an informal protocol for deliberation
dialogues between more than two agents. Agents interact to decide what course
of action should be adopted in a given situation. Following this protocol, agents
do not take turns, utter single move per turn and are not allowed to backtrack.
Thus it is contained in the intermediary class ΠB̄T̄ S where n > 2.

In a game-theoretic negotiation context, Alonso [6] has introduced a protocol
for task allocation. Dialogues consist of sequences of offers and counter-offers
between two agents. Agents take turns and utter single move per turn. Back-
tracking is allowed but not formalized. The protocol is in the intermediary class
ΠBTS where n = 2.

In an e-commerce scenario, Fatima et al. [19] have proposed a negotiation
protocol where two agents (a ‘buyer’ and a ‘seller’) bargain over the price of
an item. Agents alternately exchange multi-attribute bids (or offers) in order to
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reach an acceptable one. This protocol can then be classified in the most rigid
class ΠB̄TS where n = 2.

Thus we believe that in order to formalize a dialogue system, it would be
enough to instantiate the minimal basic parameters w.r.t. the constraints of the
domain or the application, and to refer to a convenient protocol in one of the
main identified classes.

This classification being based on the external structure of dialogues, we are
currently working on the coherence of dialogues. Indeed, the different protocols
that we have proposed can generate incoherent dialogues in the sense that we
do not impose conditions on when the performed moves are allowed. We plan
to get rid of this by examining each dialogue type with its own specificities, and
more importantly by considering agents’ mental states. In other words, we need
to look at agents’ strategies to obtain a complete dialogue framework.

We are also examining a list of suitable quality criteria for evaluating dialogue
protocols, such as the capacity to reach an outcome and the efficiency in terms of
the quality of the outcome. Some of those criteria depend directly on the parame-
ters for backtracking, the number of moves per turn and the turn-taking, while
others relate to particular instantiations of the framework. Of course the pro-
posed parameters are not exhaustive so we intend to identify a wider variety of
them such as those relating to agents’ roles in a dialogue or to dialogue execution
time. Evaluation criteria for game-theoretic negotiation protocols [24,25] already
exist. However, as they are related to agents’ individual utilities which remain
static in such contexts, they could not be used for dialogues where agents’ pref-
erences may evolve through dialogue. A tentative of transposing game-theoretic
criteria to argumentative dialogues has been proposed [26] but they are informal.

To sum up, such development may help to identify classes of protocols that
are more suitable for each dialogue type, and also to evaluate them. For instance,
negotiation dialogues can be conducted under flexible or rigid protocols, depend-
ing on whether the approach allows or not for arguing. We would then be able
to compare negotiation approaches, namely: game-theoretic, heuristic-based and
argumentation-based ones.
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Abstract. Nowadays, more and more artificial agents integrate emotional abil-
ities, for different purposes: expressivity, adaptability, believability... Designers
mainly use Ortony et al.’s typology of emotions, that provides a formalization of
twenty-two emotions based on psychological theories. But most of them restrain
their agents to a few emotions among these twenty-two ones, and are more or less
faithful to their definition. In this paper we propose to extend standard BDI (be-
lief, desire, intention) logics to account for more emotions while trying to respect
their definitions as exactly as possible.

1 Introduction

Recently, the agent community gets very interested in emotional artificial agents with
enhanced abilities including expressivity, adaptability and believability. To cope with
the increasing complexity of such agents, designers need rigorous formal models offer-
ing properties like genericity and verifiability.

Current computer models of emotions are mainly semi-formal or only manage a
limited number of emotions, and are thus often specific to the context of use. How-
ever, Meyer [1] proposes a very formal model of four emotions, but as he states himself
[1, p.11], his goal was not to “capture the informal psychological descriptions exactly
(or as exact as possible)” but rather to describe what “makes sense for artificial agents”.
In this paper we provide a logical formalization of twenty emotions while staying as
close as possible to one of the most cited psychological approaches, viz. that of Ortony,
Clore, and Collins (OCC) [2]. Compared to the previous version of this work, we man-
age twelve more emotions, and we have modified the existing ones to be more faithful
to OCC. These emotions are formalized inside a BDI modal logic (Belief, Desire, In-
tention), that has numerous advantages: widespread thus broadly studied, established
results of verifiability and genericity, strong explicative power of the agent’s behavior...
Our architecture grounds on previous work [3]. We here omit the notions of choice and
intention (that turned out to be avoidable), and add a probabilistic belief operator, as
well as a refined notion of desire with its symmetric notion of “undesire”, and deontic
operators.

There exist several kinds of models of emotions. Discrete models (e.g. [5,6]) are
mainly descriptive. Dimensional models (e.g. [7]) are practical when aiming at describ-
ing the dynamics and expression of emotions (e.g. [8]) but not explicative of the trig-
gering of emotions. Finally, cognitive models (e.g. [2,9,10]) assume that emotions are
� A preliminary version of this work has been published in the ECAI worshop AITaMI’06. The
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triggered by the cognitive evaluation of stimuli following some judgement criteria or
appraisal variables. They are more normative than other models, and thus we can find
them as a basis in many intelligent agent architectures. Some rare researchers prefer the
complex theories from Lazarus (e.g. [11]) or Frijda (e.g. [12]), but most of them (e.g.
[13]), including this paper, ground on the model of Ortony, Clore, and Collins (OCC).

The OCC typology has three branches, each of which corresponds to the appraisal of
a different type of stimulus with respect to a particular appraisal variable, and related to
particular mental attitudes. For example, the stimulus event “it is raining” is appraised as
being undesirable w.r.t. the agent’s goal of taking coffee on a terrace. These branches are
then differentiated into several groups of emotion types with similar eliciting conditions.

Section 2 introduces our logical framework allowing to express the necessary inten-
sity variables. Sections 3 and 4 detail the event-based and agent-based branches of the
typology.

2 Logical Framework

Our formal framework is based on the modal logic of belief, choice, time, and action
of Herzig and Longin [3] which is a refinement of Cohen and Levesque’s works [14].
We need neither choice nor intention (build from belief and choice), thus we do not use
them. We extend this logic with modal probability operators defined by Herzig [4], as
well as obligation and desirability operators.

Semantics. Let AGT be the set of agents, ACT the set of actions, ATM = {p, q...} the
set of atomic formulas. The set of complex formulas will be noted FORM = {ϕ, ψ...}.
A possible-worlds semantics is used, and a model M is a triple 〈W, V, R〉 where W is a
set of possible worlds, V is a truth assignment which associates each world w with the
set Vw of atomic propositions true in w, and R is a tuple of structures made up of:

– A : ACT → (W → 2W ) which associates each action α ∈ ACT and possible world
w ∈ W with the set Aα(w) of possible worlds resulting from the execution of action
α in w;

– B : AGT → (W → 2W ) which associates each agent i ∈ AGT and possible world
w ∈ W with the set Bi(w) of possible worlds compatible with the beliefs of agent i

in w. All these accessibility relations are serial;
– P : AGT → (W → 22W

) which associates each agent i ∈ AGT and possible world
w ∈ W with a set of sets of possible worlds Pi(w). Intuitively for U ∈ Pi(w), U

contains more elements than its complement Bi \ U ;
– G : W → 2W which associates each possible world w ∈ W with the set G(w) of

possible worlds in the future of w. This relation is a linear order (reflexive, transitive
and antisymmetric). G ⊇ Aα for every α;

– L : AGT → (W → 2W ) (resp. L : AGT → (W → 2W )) which associates each
agent i ∈ AGT and possible world w ∈ W with the set Li(w) (resp. Di(w)) of
possible worlds compatible with what the agent i likes (resp. dislikes) in the world
w. All these accessibility relations are serial. Moreover, for the sake of simplicity,
we make the simplistic hypothesis that what is liked persists: if wGw′ then Li(w) =
Li(w′). Similarly for what is disliked;
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– I : AGT → (W → 2W ) which associates each agent i ∈ AGT and possible world
w ∈ W with the set Ii(w) of ideal worlds for the agent i. In these ideal worlds all
the (social, legal, moral...) obligations, norms, standards... of agent i hold. All these
relations are serial.1

We associate modal operators to these mappings: Afterα ϕ reads “ϕ is true after every
execution of action α”, Beforeα ϕ reads “ϕ is true before every execution of action α”,
Bel i ϕ reads “agent i believes that ϕ”, Probi ϕ reads “for i ϕ is more probable than
¬ϕ”, Gϕ reads “henceforth ϕ is true”, Hϕ reads “ϕ has always been true in the past”,
Idl i ϕ reads “ideally it is the case for i that ϕ” and Desi ϕ (resp. Undesi ϕ) reads “ϕ is
desirable (resp. undesirable) for i”.

The truth conditions are standard for almost all of our operators: w � �ϕ iff w′ � ϕ

for every w′ ∈ R�(w) where R� ∈ A ∪ B ∪ {G} ∪ I and � ∈ {Afterα : α ∈ ACT} ∪
{Bel i : i ∈ AGT} ∪ {G} ∪ {Idl i : i ∈ AGT} respectively. For the converse operators
we have: w � �ϕ iff w′ � ϕ for every w′ such that w ∈ R�(w′) where R� ∈ A ∪ {G}
and � ∈ {Beforeα : α ∈ ACT} ∪ {H } respectively. Furthermore, w � Probi ϕ iff there
is U ∈ Pi(w) such that for every w′ ∈ U, w′ � ϕ.

Intuitively, ϕ is desirable for agent i if i likes ϕ and does not dislike ϕ, viz. ϕ is
true in every world i likes and is false in at least one world i dislikes: w � Desi ϕ iff
for every w′ ∈ Li(w), w′ � ϕ and there is a world w′′ ∈ Di(w) such that w′′ � ϕ. In
a similar way: w � Undesi ϕ iff for every w′ ∈ Di(w), w′ � ϕ and there is a world
w′′ ∈ Li(w) : w′′ � ϕ. It follows from these constraints that ϕ cannot be simultaneously
desirable and undesirable, and that there are ϕ that are neither desirable nor undesirable
(e.g. tautologies and inconsistencies).

We have the following introspection constraints: if w ∈ Bi(w′) then Bi(w) = Bi(w′),
Pi(w) = Pi(w′), Li(w) = Li(w′) and Di(w) = Di(w′), insuring that agents are aware of
their beliefs, probabilities, desires, and “undesires”. We also require that U ⊆ Bi(w) for
every U ∈ Pi(w), ensuring that belief implies probability.

Dynamic Operators. Afterα and Beforeα are defined in the standard tense logic Kt,
viz. logic K with conversion axioms (see [16] for more details). For every α and ϕ, as
G ⊇ Aα, we have that Gϕ → Afterα ϕ. As we suppose that time is linear, Happensα ϕ

def
=

¬Afterα ¬ϕ reads “α is about to happen, after which ϕ” and Doneα ϕ
def
= ¬Beforeα ¬ϕ

reads “α has just been done, and ϕ was true before”.
In the following, the notation i:α reads “agent i is the author of action α”.

Belief Operators. Bel i operators are defined in the standard KD45 logic that we do not
develop here (see [17,15] for more details).

Temporal Operators. The logic of G and H is linear temporal logic with conversion
axioms (see [16] for more details). Fϕ

def= ¬G¬ϕ reads “ϕ is true or will be true at some
future instant”. Pϕ

def= ¬H¬ϕ reads “ϕ is or was true”.

Probability Operators. The probability operators correspond to a notion of weak belief.
It is based on the notion of subjective probability measure. The logic of Prob is much

1 We disregard thus conflicts between different kinds of standards.
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weaker than the one of belief, in particular it is non-normal: the necessitation rule and
the axiom K of belief operators do not have any counterpart in terms of Prob .

Belief and Probability. They are related by the validity of:

Bel i ϕ → Probi ϕ (BPR)

We define an abbreviation Expect i ϕ, reading “i believes that ϕ is probably true, but
envisages the possibility that it could be false”.

Expect i ϕ
def
= Probi ϕ ∧ ¬Bel i ϕ (DefExpect )

Desirable/Undesirable Operators. They represent preference in a wide sense. We here
consider that an agent finds ϕ desirable, undesirable or ϕ leaves him indifferent. Due to
the truth condition for Desi , the following principles are valid:

if ϕ ↔ ψ then Desi ϕ ↔ Desi ψ (REDes )

Desi ϕ → ¬Desi ¬ϕ (DDes )

¬Desi � (�Desi )

¬Desi ⊥ (⊥Desi )

Desi ϕ → GDes i ϕ (PersDesi )

¬Desi ϕ → G¬Des i ϕ (Pers¬Desi )

Desi ϕ → ¬Undesi ϕ (RDU)

(PersDesi ) and (Pers¬Desi ) illustrate that what is desirable is atemporal. We also have
corresponding principles for Undes i . Note that desires are neither closed under impli-
cation nor under conjunction: I might desire to marry Ann and to marry Beth without
desiring to be a bigamist. Finally, (RDU) expresses that something cannot be desirable
and undesirable at the same time.

Obligation Operator. The notion of obligation considered here is very wide: it em-
braces all the rules agents ideally have to respect. They can be explicit (like laws) or
more or less implicit (like social or moral obligations). They are a kind of social prefer-
ences, imposed by a group to which the agent pertains, and thus differ from the agent’s
personal desires. The logic of Idl is the standard deontic logic KD (thus an agent’s
“obligations” must be consistent).

We will now formalize Ortony et al.’s emotions: we cite OCC’s informal definition,
give a formal definition, and illustrate it by OCC’s examples.

3 Event-Based Emotions

The event-based branch of the OCC typology contains emotion types whose eliciting
conditions depend on the evaluation of an event, with respect to the agent’s goals. De-
sirability is a central intensity variable accounting for the impact that an event has on an
agent’s goals, i.e. how it helps or impedes their achievement. We formalize it through
our Des and Undes operators.

3.1 Well-Being Emotions

The emotion types in this group have eliciting conditions focused on the desirability
for the self of an event. An agent feels joy (resp. distress) when he is pleased (resp.
displeased) about a desirable (resp. undesirable) event.
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Joy iϕ
def
= Bel i ϕ ∧ Desi ϕ

Distress iϕ
def= Bel i ϕ ∧ Undesi ϕ

For example in [2, p. 88]2, when a man i hears that he inherits of a small amount of
money from a remote and unknown relative k (Bel i (earn-money ∧ k-died)), he feels
joy because he focuses on the desirable event (Desi earn-money). Though, this man
does not feel distress about his relative’s death, because this is not undesirable for him
(¬Undesi k-died). On the contrary, a man j (p. 89) who runs out of gas on the freeway
(Belj out-of-gas) feels distress because this is undesirable for him (Undesj out-of-gas).

3.2 Prospect-Based Emotions

The emotion types in this group have eliciting conditions focused on the desirability
for self of an anticipated (uncertain) event, that is actively prospected. They use a local
intensity variable, likelihood, accounting for the expected probability of the event to
occur. We formalize this variable with the operator Expect .

An agent feels hope (resp. fear) if he is “pleased (resp. displeased) about the prospect
of a desirable (resp. undesirable) event”3.

Hopeiϕ
def
= Expect i ϕ ∧ Desi ϕ

Fear iϕ
def= Expect i ϕ ∧ Undesi ϕ

The agent feels fear-confirmed (resp. satisfaction) if he is “displeased (resp. pleased)
about the confirmation of the prospect of an undesirable (resp. desirable) event”.

FearConfirmed iϕ
def
= Bel i PExpect i ϕ ∧ Undesi ϕ ∧ Bel i ϕ

Satisfaction iϕ
def
= Bel i PExpect i ϕ ∧ Desi ϕ ∧ Bel i ϕ

The agent feels relief (resp. disappointment) if he is “pleased (resp. displeased) about
the disconfirmation of the prospect of an undesirable (resp. desirable) event”.

Relief iϕ
def
= Bel i PExpect i ¬ϕ ∧ Undesi ¬ϕ ∧ Bel i ϕ

Disappointment iϕ
def= Bel i PExpect i ¬ϕ ∧ Desi ¬ϕ ∧ Bel i ϕ

For example a woman w who applies for a job (p. 111) might feel fear if she expects
not to be offered the job (Expectw ¬get-job), or feel hope if she expects that she will
be offered it (Expectw get-job). Then, if she hoped to get the job and finally gets it, she
feels satisfaction; and if she does not get it, she feels disappointment. An employee
e (p. 113) who expects to be fired (Expecte f) will feel fear if it is undesirable for him
(Undese f), but not if he already envisaged to quit this job (¬Undese f). In the first case
he will feel relief when he is not fired (Bele ¬f), and fear-confirmed when he is.

2 Below, the quoted pages all refer to OCC’s book [2] so we just specify it once.
3 Note that the object of hope is not necessarily about the future: I might ignore whether my

email has been delivered to the addressee, and hope it has.
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Theorem. We can prove some links between emotions: Satisfaction iϕ → Joy iϕ and
FearConfirmed iϕ → Distress iϕ. This is in agreement with Ortony et al.’s definitions.
Though, we can notice that the disconfirmation-centered emotions (relief and disap-
pointment) do not imply the corresponding well-being emotions (joy and sadness). This
seems rather intuitive, since they typically do not characterize a desirable or undesirable
situation, but the return to an indifferent situation that was expected to change and that
finally did not.

3.3 Fortunes-of-Others Emotions

The emotion types in this group have eliciting conditions focused on the presumed
desirability for another agent. They use three local intensity variables: desirability for
other, deservingness, and liking. Desirability for other is the assessment of how much
the event is desirable for the other one: for example we write Bel i Desj ϕ for “agent i
believes that ϕ is desirable for agent j”. Deservingness represents how much agent i
believes that agent j deserved what occurred to him. It often depends on liking, i.e. i’s
attitude towards j. Below, to simplify, we assimilate “i believes that j deserves A” and
“i desires that j believes A”. We thus only consider liking, through non-logical global
axioms. For example, when John likes Mary this means that if John believes that Mary
desires to be rich, then John desires that Mary is rich, or rather: gets to know that she is
rich (Beljohn Desmary rich → Desjohn Belmary rich).

There are two good-will (or empathetic) emotions: an agent feels happy for (resp.
sorry for) another agent if he is pleased (resp. displeased) about an event presumed to
be desirable (resp. undesirable) for this agent.

HappyFor i,jϕ
def
= Bel i ϕ ∧ Bel i FBel j ϕ ∧ Bel i Desj ϕ ∧ Desi Belj ϕ

SorryFor i,jϕ
def
= Bel i ϕ ∧ Bel i FBel j ϕ ∧ Bel i Undesj ϕ ∧ Undesi Bel j ϕ

There are two ill-will emotions: an agent feels resentment (resp. gloating) towards
another agent if he is displeased (resp. pleased) about an event presumed to be desirable
(resp. undesirable) for this agent.

Resentment i,jϕ
def
= Bel i ϕ ∧ Bel i FBelj ϕ ∧ Bel i Desj ϕ ∧ Undesi Belj ϕ

Gloating i,jϕ
def
= Bel i ϕ ∧ Bel i FBelj ϕ ∧ Bel i Undesj ϕ ∧ Desi Bel j ϕ

For example (p. 95) Fred feels happy for Mary when she wins a thousand dol-
lars, because he has an interest in the happiness and well-being of his friends (global
axiom: Belf Desm w → Desf Belm w). A man i (p. 95) can feel sorry for the vic-
tims v of a natural disaster (Bel i Belv disaster ∧ Bel i Undesv disaster) without even
knowing them, because he has an interest that people do not suffer undeservedly
(Undesi Belv disaster). An employee e (p. 99) can feel resentment towards a col-
league c who receives a large pay raise (Bele pr, Bele Desc pr) because he thinks this
colleague is incompetent and thus does not deserve this raise (Undese Belc pr). Fi-
nally, Nixon’s political opponents (p. 104) might have felt gloating about his departure
from office (Belo Belnixon d, Belo Undesnixon d) because they thought it was deserved
(Deso Belnixon d).
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4 Agent-Based Emotions

The agent-based branch of the OCC typology contains emotion types whose eliciting
conditions depend on the judgement of the praiseworthiness of an action, with respect
to standards. An action is praiseworthy (resp. blameworthy) when it upholds (resp.
violates) standards. We represent standards through the deontic operator Idl .

4.1 Attribution Emotions

The emotion types in this group have eliciting conditions focused on the approving
of an agent’s action. They use two local intensity variables: strength of unit4 and ex-
pectation deviation. Expectation deviation accounts for the degree to which the per-
formed action differs from what is usually expected from the agent, according to his
social role or category5. We express this with the formula ¬Probi Happensj:α �, read-
ing “i does not believe that it is likely that j performs successfully action α”. Then
Donei:α ¬Probi Happensi:α � expresses that surprisingly for himself, i succeeded in ex-
ecuting α. In the sequel, Emotioni(i:α) abbreviates EmotioniDonei:α � where Emotion
is the name of an emotion.

Self-agent emotions: an agent feels pride (resp. shame) if he is approving (resp. dis-
approving) of his own praiseworthy (resp. blameworthy) action.

Pridei(i:α)
def
= Bel i Donei:α (¬Probi Happensi:α � ∧ Bel i Idl i Happensi:α �)

Shamei(i:α) def= Bel i Donei:α (¬Probi Happens i:α � ∧ Bel i Idl i ¬Happensi:α �)

Emotions involving another agent: an agent feels admiration (resp. reproach) towards
another agent if he is approving (resp. disapproving) of this agent’s praiseworthy (resp.
blameworthy) action.

Admirationi,j(j:α)
def
= Bel i Donej:α (¬Probi Happensj:α � ∧ Bel i Idlj Happensj:α �)

Reproach i,j(j:α)
def
= Bel i Donej:α (¬Probi Happensj:α � ∧ Bel i Idlj ¬Happensj:α �)

For example, a woman m feels pride (p. 137) of having saved the life of a
drowning child (Belm Donem:α �, where α is the action to save the child) because
she thinks that her action is praiseworthy, i.e. its successful execution was not ex-
pected (before α, it held that ¬Probm Happensm:α �) but ideally she had to perform
it (Belm Idlm Happensm:α �). A rich elegant lady l (p. 142) would feel shame if caught
while stealing clothes in an exclusive boutique (Bel l Donel:β �, where β is the ac-
tion to steal), because this violates a standard (Idl l ¬Happens l:β �) and this was not
expected of herself (¬Probl Happens l:β �). A physicist p’s colleagues c (p. 145) feel
admiration towards him for his Nobel-prize-winning work (Belc Donep:γ �, where

4 Strength of unit intervenes in self-agent emotions to represent the degree to which the agent
identifies himself with the author of the action, allowing him to feel pride or shame when he
is not directly the actor. For example one can be proud of his son succeeding in a difficult
examination, or of his rugby team winning the championship. In this paper we only focus on
emotions felt by the agent about his own actions, thus we do not represent this variable.

5 In self-agent emotions the agent refers to the stereotyped representation he has of himself.
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γ is the action to make some Nobel-prize-winning findings) because this is praise-
worthy, i.e. ideal (Belc Idlp Happensp:α �) but very unexpected (¬Probc Happensp:γ �).
A man i may feel reproach towards a driver j (p. 145) who drives without a valid
license (Bel i Donej:δ �, where δ is the action to drive without a valid license), be-
cause it is forbidden (Bel i Idlj ¬Happensj:δ �), and it is not expected from a driver
(¬Probi Happensj:δ �).

Theorem. We can prove that Admirationi,i(ϕ) ↔ Pridei(ϕ) and Reproach i,i(ϕ) ↔
Shamei(ϕ). This is rather intuitive, all the more Ortony et al. introduce the term self-
reproach for shame.

4.2 Composed Emotions

These emotions occur when the agent focuses on both the consequences6 of the event
and its agency. They are thus the result of a combination of well-being emotions and
attribution emotions.

Gratification i(i:α, ϕ)
def
= Pridei(i:α) ∧ Bel i Beforei:α ¬Bel i Fϕ ∧ Joy iϕ

Remorsei(i:α, ϕ)
def
= Shamei(i:α) ∧ Bel i Beforei:α ¬Bel i Fϕ ∧ Distress iϕ

Gratitude i,j(j:α, ϕ)
def
= Admirationi,j(j:α) ∧ Bel i Beforej:α ¬Bel i Fϕ ∧ Joy iϕ

Anger i,j(j:α, ϕ) def= Reproach i,j(j:α) ∧ Bel i Beforej:α ¬Bel i Fϕ ∧ Distress iϕ

For example, a woman i may feel gratitude (p. 148) towards the stranger j who
saved her child from drowning (Bel i Donej:α �, where α is the action to save her
child). Indeed, she feels admiration towards j because of j’s praiseworthy action (i.e.
ideal: Bel i Idlj Happensj:α �, but unlikely: ¬Probi Happensj:α �, for example because
it needs a lot of courage). Moreover the effect of j’s action (Bel i son-alive) is desir-
able for her (Desi son-alive), so she also feels joy about it (Joy ison-alive). Similarly,
a woman w (p. 148) may feel anger towards her husband h who forgets to buy the
groceries (Belw Doneh:β �, where β is his action to come back without groceries), be-
cause the result of this action (Belw ¬g) is undesirable for her (Undesw ¬g), and the
action was blameworthy (¬Probw Happensh:β � ∧ Belw Idlh Happensh:β �). The physi-
cist p may feel gratification about winning the Nobel prize because his action γ was
praiseworthy, and its result (Belp is-nobel would have been false if p had not performed
γ) is desirable for him (Desp is-nobel). Finally, a spy may feel remorse (p. 148) about
having betrayed his country (action ω) if he moreover caused undesirable damages
(Shamespy(ω) ∧ Distressspydamages ∧ Belspy Beforespy:ω ¬Belspy Fdamages.

It follows from our logic, in particular from the introspection axioms for all oper-
ators, that Emotion iϕ ↔ Bel i Emotioniϕ and ¬Emotion iϕ ↔ Bel i ¬Emotioniϕ are
valid.

5 Conclusion

We have formalized twenty emotions from Ortony et al.’s theory (all but the object-
based branch), thus providing a very complete set of emotions. Moreover we have

6 Here, we represent the effects of an action α with the formula Bel i Beforei:α ¬Bel i Fϕ read-
ing approximately “i believes that ϕ would not have been true if he had not performed α”.
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shown the soundness of our framework by illustrating each definition by an example
from their book. We have privileged richness, genericity, and fidelity to the definitions
over tractability. An optimization would have needed important concessions. For ex-
ample [18] proposes a numerical model of emotions in combat games, efficient in big
real-time multi-agent systems, but domain-dependant.

We would like to highlight here some shortcomings of our model. Mainly, our emo-
tions are not quantitative (they have no intensity). This prevents us from fine-grained
differentiations among emotions of the same type (for example: irritation, anger, rage).
A second (and linked) shortcoming is that our emotions are persistent as long as their
conditions stay true. Thereby some emotions (like Joy or Satisfaction ) can persist ad
vitam eternam, which is not intuitive at all. Indeed it is psychologically grounded that
after an emotion is triggered, its intensity decreases, and when it is under a threshold,
the emotion disappears. Finally, we cannot manage emotional blending of several emo-
tions that are simultaneously triggered; [19] proposes an original solution to this issue.
On our part, we leave these problems for further work.
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Abstract. We investigate in this work a generalization of the known CNF repre-
sentation which allows an efficient Boolean encoding for n-ary CSPs. We show
that the space complexity of the Boolean encoding is identical to the one of the
classical CSP representation and introduce a new inference rule whose appli-
cation until saturation achieves arc-consistency in a linear time complexity for
n-ary CSPs expressed in the Boolean encoding. Two enumerative methods for
the Boolean encoding are studied: the first one (equivalent to MAC in CSPs)
maintains full arc-consistency on each node of the search tree while the second
(equivalent to FC in CSPs) performs partial arc-consistency on each node. Both
methods are experimented and compared on some instances of the Ramsey prob-
lem and randomly generated 3-ary CSPs and promising results are obtained.

Keywords: Logic and constraint programming, Automated reasoning, Knowl-
edge representation and reasoning.

1 Introduction

Constraint solving is a well known framework in artificial intelligence. Mainly, two
approaches are well used: the propositional calculus holding the satisfiability problem
(SAT) and the formalism of discrete constraint satisfaction problems (CSPs).

Methods to solve the SAT problem in propositional calculus are former than the CSP
ones. They have been widely studied for many years since the Davis and Putnam (DP
for abbreviation) procedure [4] was introduced, and are still a domain of investigation of
a large community of researchers. Several improvements of the DP method have been
provided recently [12,9,5]. These new methods are able to solve large scale of SAT in-
stances and are used to tackle real applications. The advantage of SAT methods is their
flexibility to solve any constraints given in the CNF form. They are not sensitive to con-
straint arity1 as it is often the case for CSP methods. One drawback of the CNF formu-
lation is the loss of the problem structure which is well represented in CSP formalism.

The discrete CSP formalism was introduced by Montanari in 1974 [10]. The asset of
this formalism is its capability to express the problem and explicitly represent its struc-
ture as a graph or a hyper-graph. This structure helps to achieve constraint propagation
and to provide heuristics which render CSP resolution methods efficient. In compari-
son to the propositional calculus, the CSP resolution methods are sensitive to constraint

1 Every SAT solveur can deal with any clause length with the same efficiency, except for binary
clause.

J. Euzenat and J. Domingue (Eds.): AIMSA 2006, LNAI 4183, pp. 33–44, 2006.
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arity. Most of the known methods [6] apply on binary2 CSPs. This makes a considerable
restriction since most of the real problems (see CSPlib3) need constraints of unspecified
arity for their natural formulation. To circumvent this restriction problem, some works
provide methods to deal with more general constraints [3], but this approach is still not
well investigated.

Both SAT and CSP formulations are closely linked. Several works on transforma-
tions of binary CSP to SAT forms exist [8]. The transformation in [7] is generalized to
non-binary CSPs in [2]. Transformations of a SAT form to a CSP form are described
in [1,13]. Unfortunately, most of the transformations from CSP to SAT result in an
overhead of space and lose the problem structure. Both factors combined may slow the
resolution of the problem. Our aim in this paper is to provide a more general Boolean
representation which includes both the CNF and the CSP formulations and which pre-
serves their advantages. That is, a representation which does not increase the size of the
problem and which keeps the problem structure. We show particularly how non-binary
CSPs are well expressed in this new formulation and efficiently solved. We propose two
enumerative methods for the general Boolean formulation which are based on the DP
procedure. To enforce constraint propagation we implement a new inference rule which
takes advantage of the encoded structure. The application of this rule to the considered
problem is achieved with a linear time complexity. We will show that the saturation of
this rule on the considered problem is equivalent to enforcing arc consistency on the
corresponding CSP. We proved good time complexity to achieve arc consistency for
non-binary CSPs. This allows to maintain efficiently full arc consistency at each node
of the search tree. This makes the basis of the first enumerative method which is equiv-
alent to the known method MAC [11] in CSP. We also prove that a partial exploitation
of this inference rule leads to a second enumerative method which is equivalent to a
forward checking (FC) method for non-binary CSPs. Authors of [3] showed that FC is
not easy to be generalized for n-ary CSPs, they obtain six versions. In our encoding, FC
is obtained naturally by applying the inference rule to the neighborhood of the current
variable under instantiation.

The rest of the paper is organized as follows: first we recall some background on
both propositional calculus and discrete CSP formalisms. Then we introduce a general
normal form which we use to express both SAT and CSP problems. After that, we define
a new inference rule which we use to show results on arc consistency. We describe two
enumerative algorithms (the FC and MAC versions) based on two different uses of the
introduced inference rule. Next, we give some experiments on both randomly generated
non-binary CSPs and Ramsey problems to show and compare the behaviors of our
resolution methods. Finally, we summarize some previous related works and conclude
the work.

2 Background

A CNF formula f in propositional logic is a conjunction f = C1∧C2 . . . Ck of clauses.
Each clause Ci is itself a disjunction of literals. That is, Ci = l1 ∨ l2 . . . lm where each

2 A binary CSP contains only two-arity constraints.
3 http://csplib.org



A Boolean Encoding Including SAT and n-ary CSPs 35

literal li is an occurrence of a Boolean variable either in its positive or negative parity.
An interpretation I is a mapping which assigns to each Boolean variable the value true
or false. A clause is satisfied if at least one of its literals li is given the value true in the
interpretation I (I[li] = true). The empty clause is unsatisfiable and is denoted by �.
The formula f is satisfied by I if all its clauses are satisfied by I , thus I is a model of
f . A formula is satisfiable if it admits at least one model, otherwise it is unsatisfiable.

On the other hand a CSP is a statement P = (X, D, C, R) where X =
{X1, X2, . . . , Xn} is a set of n variables, D = {D1, D2, . . . , Dn} is a set of finite
domains where Di is the domain of possible values for Xi, C = {C1, C2, . . . , Cm}
is a set of m constraints, where the constraint Ci is defined on a subset of vari-
ables {Xi1 , Xi2 , . . . , Xiai

} ⊂ X . The arity of the constraint Ci is ai and R =
{R1, R2, . . . , Rm} is a set of m relations, where Ri is the relation corresponding to
the constraint Ci. Ri contains the permitted combinations of values for the variables
involved in the constraint Ci. A binary CSP is a CSP whose constraints are all of arity
two (binary constraints). A CSP is non-binary if it involves at least a constraint whose
arity is greater than 2 (a n-ary constraint). An instantiation I is a mapping which as-
signs each variables Xi a value of its domain Di. A constraint Ci is satisfied by the
instantiation I if the projection of I on the variables involved in Ci is a tuple of Ri.
An instantiation I of a CSP P is consistent (or called a solution of P ) if it satisfies all
the constraints of P . A CSP P is consistent if it admits at least one solution. Otherwise
P is not consistent. Both propositional satisfiability (SAT) and constraint satisfaction
problems (CSPs) are two closely related NP-complete problems. For the sequel we de-
note by n the number of variables of the CSP, by m its number of constraints, by a its
maximal constraint arity and by d the size of its largest domain.

3 An Encoding Including SAT and CSPs

The idea of translating a CSPs into an equivalent SAT form was first introduced by De
kleer in [8]. He proposed the well known direct encoding and since that Kasif [7] pro-
posed the AC encoding for binary CSPs. More recently Bessière et al [2] generalized
the AC encoding to non-binary CSPs. Our approach is different, it consists in providing
a general Boolean form including both CNF (SAT) and CSP representations, rather than
translating CSPs into SAT forms. We describe in this section, a new Boolean encoding
which generalizes the CNF formulation, and show how n-ary CSPs are naturally repre-
sented in an optimal way (no overhead in size in comparison to the CSP representation)
in this encoding.

3.1 The Generalized Normal Form (GNF)

A generalized clause C is a disjunction of Boolean formulas f1∨. . .∨fm where each fi

is a conjunction of literals, i.e fi = l1∧l2∧. . .∧ln. A formula is in Generalized Normal
Form (GNF) if and only if it is a conjunction of generalized clauses. The semantic of
generalized clauses is trivial: the generalized clause C is satisfied by an interpretation
I if at least one of its conjunctions fi (i ∈ [1, m]) is given the value true in I , otherwise
it is falsified by I . A classical clause is a simplified generalized clause where all the
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conjunctions fi are reduced to single literals. This proves that GNF is a generalization
of CNF. We show in the sequel that each constraint Ci of a given n-ary CSP is repre-
sented by a generalized clause. We reach the optimal size representation by using the
cardinality formulas (±1, L) which means ”exactly one literal among those of the list
L have to be assigned the value true in each model”, to express efficiently that a CSP
variable has to be assigned a single value in its domain. We denote by CGNF the GNF
augmented by the cardinality.

3.2 The CGNF Encoding for n-ary CSPs

Given an n-ary CSP P = (X, D, C, R), first, we define the set of Boolean variables
which we use in the Boolean representation, and two types of clauses: the domain
clauses and the constraint clauses necessary to encode the domains and respectively
the constraints.

– The set of Boolean variables: as in the existing encodings [8,7,2] we associate a
Boolean variable Yv with each possible value v of the domain of each variable Y
of the CSP. Thus, Yv =true means that the value v is assigned to the variables Y
of the CSP. We need exactly

∑n
i=1 |Di| Boolean variables. The number of Boolean

variables is bounded by nd.
– The domain clauses: let Y be a CSP variable and DY = {v0, v1, . . . , vk} its do-

main. The cardinality formula (±1, Yv0 . . . Yvk
) forces the variable Y to be as-

signed to only one value in DY . We need n cardinality formulas to encode the n
variable domains.

– The constraint clauses: each constraint Ci of the CSP P is represented by a gen-
eralized clause CCi defined as follows: Let Ri be the relation corresponding to
the constraint Ci involving the set of variables {Xi1 , Xi2 , . . . , Xia}. Each tuple tj
= (vj1 , vj2 , . . . , vja) of Ri is expressed by the conjunction fj = Xvj1

∧ Xvj2
∧

. . . ∧ Xvja
. If Ri contains k tuples t1, t2, . . . , tk then we introduce the generalized

clause CCi = f1∨f2∨. . .∨fk to express the constraint Ci. We need m generalized
clauses to express the m constraints of the CSP.

As the domain clauses are encoded in O(nd), the constraint clauses in O(mada),
then the CGNF encoding of a CSP P is in O(mada + nd) in the worst case. In fact,
it is in O(mada) since nd is often negligible. This space complexity is identical to the
one of the original CSP encoding. This justifies the optimality in space of the CGNF
encoding. Authors in [2] gave a spatial complexity in O(mada) in the worst case for
the k-AC encoding. As far as we understand, this complexity is rounded and does not
take into account neither the at-least-one nor the at-most-one clauses. This increases the
complexity to O(mada + nd2).

Definition 1. Let P be a CSP and C its corresponding CGNF encoding. Let I be an
interpretation of C. We define the corresponding equivalent instantiation Ip in the CSP
P as the instanciation verifying the following condition: for all CSP variable X and
each value v of its domain, X = v if and only if I[Xv] =true.

Theorem 1. Let P be a CSP, C its CGNF corresponding encoding, I an interpretation
of the CGNF encoding and Ip the corresponding equivalent instantiation of I in the
CSP P . I is a model of C if and only if Ip is a solution of the CSP P .
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Proof. For a lack of space, the proof is omitted.

The CGNF encoding allows an optimal representation of CSPs, however it does not
capture the property of arc consistency which is the key of almost all the enumerative
CSP algorithms. We introduce in the following a simple inference rule which applies
on the CGNF encoding C of a CSP P and prove that arc consistency is achieved with a
linear complexity by application of the rule on C until saturation.

4 A New Inference Rule for the CGNF Encoding

The rule is based on the preserved CSP structure represented by both the domain and
the constraint clauses.

4.1 Definition of the Inference Rule IR

Let P be a CSP, C its CGNF encoding, CCi a generalized constraint clause, CDX a
domain clause, LC the set of literals appearing in CCi and LD the set of literals of
CDX . If LC ∩ LD 	= ∅ then we infer each negation ¬Xv of a positive literal4 appearing
in LD which does not appear in LC . We have the following rule:
IR: if LC ∩ LD 	= ∅, Xv ∈ LD and Xv 	∈ LC then CDX ∧ CCi � ¬Xv

5.

Example 1. Let CDB =(±1, Bv0 Bv1) be a domain clause corresponding to the CSP
variable B and CCi =(Av1 ∧ Bv0 ∧ Cv0) ∨ (Av0 ∧ Bv0 ∧ Cv1) a constraint clause corre-
sponding to the CSP constraint Ci involving the variables {A, B, C}. The application
of the rule IR on both clauses infers ¬Bv1 . (CDB ∧ CCi � ¬Bv1 )

Proposition 1. The rule IR is sound (correct).

Proof. Let Xv be a literal appearing in LD but not in LC and I a model of CCi ∧CDX .
CCi is a disjunction of conjunctions fi and each conjunction fi contains one literal of
LD. At least one of the conjunctions fi, say fj is satisfied by I since I is a model of
CCi . Thus, there is a literal Xv′ (Xv′ 	= Xv since Xv /∈ LC ) of fj appearing in LD,
such that I[Xv′ ] =true. Because of the mutual exclusion of of literal of CDX , the Xv′

is the single literal of LD satisfied by I . Thus, I[¬Xv] =true and I is a model of ¬Xv .

4.2 The Inference Rule and Arc-Consistency

A CSP P is arc consistent iff all its domains are arc consistent. A domain DXi1
is arc

consistent iff for each value vi1 of DXi1
and for each k-arity constraint Cj involving the

variables {Xi1 , . . . , Xik
}, there exists a tuple (vi2 , . . . , vik

) ∈ DXi2
× . . .×DXik

such
that (vi1 , vi2 , . . . , vik

) ∈ Rj . We use the inference rule IR on the CGNF encoding C of
a CSP P to achieve arc-consistency. We show that by applying IR on C until saturation
(a fixed point is reached) and by propagating each inferred negative literal we maintain
arc-consistency on C. Since, this operation is based on unit propagation, it can be done
in a linear time complexity.

4 The CGNF encoding of a CSP contains only positive literals.
5  denotes logical inference.
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Proposition 2. Let P be a CSP and C its CGNF encoding. A value v ∈ DY is removed
by enforcing arc-consistencyon P iff the negation ¬Yv of the corresponding Boolean
variable is inferred by application of IR to C.

Proof. Let v be a value of the domain DY which does not verify arc-consistency. There
is at least one constraint Cj involving Y such that v does not appear in any of the
allowed tuples of the corresponding relation Rj . The Boolean variable Yv does not
appear in the associated constraint clause CCj , but it appears in the domain clause CDY

associated to DY . By applying the the rule IR on both CDY and CCj we infer ¬Yv .
The proof of the converse can be done in the same way.

Theorem 2. Let P be a CSP and C its CGNF encoding. The saturation of IR on C
and the propagation of all inferred literals is equivalent to enforcing arc-consistency
on the original CSP P .

Proof. Is a consequence of proposition 2.

4.3 Arc-Consistency by Application of IR

To perform arc consistency on C by applying IR, we need to define some data struc-
tures to implement the inference rule. We suppose that the nd Boolean variables of
C are encoded by the first integers [1..nd]. We define a table OCCj of size ad for
each constraint clause CCj such that OCCj [i] gives the number of occurrences of
the variable i in CCj . There is a total of m such tables corresponding to the m con-
straint clauses. If OCCj [i] = 0 for some i ∈ {1 . . . nd} and some j ∈ {1 . . .m}
then the negation ¬i of the Boolean variable i is inferred by IR. This data structure
adds to the space complexity a factor of O(mad). The total space complexity of C is
O(mada + nd + mad), but the factors nd and mad are always lower than the mada

factor, and the space complexity of C remains O(mada).
The principle of the arc-consistency method consists first in reading the m tables

OCCj to detect the variables i ∈ [1 . . . nd] having a number of occurrences equal to
zero (OCCj [i] = 0). This is achieved by the steps 3 to 9 of algorithm 1 in O(mad),
since there are m tables of size ad. After that we apply unit propagation on the de-
tected variables, and propagate the effect until saturation (i.e no new variable i having
OCCj [i] = 0 is detected). The procedure of arc-consistency is sketched in Algorithm 1.
This procedure calls the procedure Propagate described in algorithm 2.

The complexity of the arc consistency procedure is mainly given by the propagation
of the effect of literals of the list L (lines 10 to 13 of algorithm 1). It is easy to see that in
the worst case there will be nd calls to the procedure Propagate. All the propagations
due to the previous calls are performed in O(mada) in the worst case. Indeed, there
are at most da conjunctions of a literals for each constraint clause of C. The total
number of conjunctions treated in line 4 of algorithm 2 can not exceed mda since each
considered conjunction f in line 3 is suppressed in line 4 (f is interpreted to false). As
there is a literals by conjunction f , the total propagation is done in O(mada). Thus, the
complexity of the arc consistency procedure is O(mada + mad). But the factor (mad)
is necessarily smaller than mada and the total complexity is reduced to O(mada). It is
linear w.r.t the size of C.
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Algorithm 1. Arc Consistency
Procedure Arc consistency
Require: A CGNF instance C
1: var L : list of literals
2: L = ∅
3: for each constraint clauses CCj do
4: for each literal i of OCCj do
5: if OCCj [i] = 0 then
6: add i in L
7: end if
8: end for
9: end for

10: while L �= ∅ and � /∈ C do
11: extract l from L
12: propagate (C, l, L)
13: end while

Algorithm 2. Propagate
Procedure Arc consistency
Require: A CGNF instance C, literal i, List L
1: if i is not yet assigned then
2: assign i the value false
3: for each unassigned conjunction f of C containing i do
4: assign f the value false
5: for each literal j of f such that i �= j do
6: withdraw 1 to OCCk[j] {k is the label of the constraint clause containing f}
7: if OCCk[j] = 0 then
8: add j to L
9: end if

10: end for
11: end for
12: end if

5 Two Enumerative Methods for the CGNF Encoding

We study in the following two enumerative methods: the first one (MAC) maintains
full arc consistency during the search while the second (FC) maintains partial arc con-
sistency as does the classical Forward Checking method in CSPs [6]. Both methods
perform Boolean enumeration and simplification. They are based on an adaptation of
the DP procedure to the CGNF encoding.

5.1 The MAC Method

MAC starts by a first call to the Arc-consistency algorithm (Figure 1) to verify arc con-
sistency at the root of the search tree. It then calls the procedure Propagate described in
Figure 2 at each node of the search tree to maintain arc consistency during the search.
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Algorithm 3. MAC
Procedure MAC
Require: A CGNF instance C
1: Arc consistency(C)
2: if � ∈ C then
3: return unsatisfiable
4: else
5: choose a literal l ∈ C
6: if Satisfiable(C, l, true) then
7: return satisfiable
8: else if Satisfiable(C, l, false) then
9: return satisfiable

10: else
11: return unsatisfiable
12: end if
13: end if

That is, the mono-literals of each node are inferred and their effects are propagated. The
code of MAC is sketched in Figure 3.

5.2 The FC Method

It is easy to obtain from MAC a Forward Checking (FC) algorithm version for the
CGNF encoding. The principle is the same as in MAC except that instead of enforc-
ing full arc-consistency at each node of the search tree, (FC) does it only on the near
neighbors of the current variable under assignment. This is done by restricting the prop-
agation effect of the current literal assignment to only the literals of the clauses in which
it appears. It is important to see that finding the FC version in our encoding is trivial,
whereas it is not the case for n-ary CSP where six versions of FC are provided [3].

5.3 Heuristics for Literal Choice

Because the CGNF encodings keeps the CSP structure, We can find easily equivalent
heuristics to all the well known CSP variable/value heuristics. For instance, the minimal
domain heuristic (MD) which consists in choosing during the search the CSP variable
whose domain is the smallest is equivalent to select in the CGNF encoding, a literal
appearing in the shortest domain clause. This heuristic is implemented in both MAC
and FC methods.

6 Experimentations

We experiment both MAC and FC methods and compare their performances on Ramsey
problem, and on 3/4-ary randomly generated CSPs encoded in CGNF. The programs
are written in C, compiled and run on a Windows operating system with a Pentium IV
2.8GHz processor and 1GB of RAM.
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Algorithm 4. Satisfiable
Function Satisfiable
Require: A CGNF instance C, variable l, Boolean val
Output: Boolean {TRUE or FALSE}
1: var L : list of literals
2: L = ∅
3: if val = true then
4: assign l the value true
5: Add each literal i �= l of the domain clause containing l in L
6: while L �= ∅ and � /∈ C do
7: extract i from L
8: propagate (C, i, L)
9: end while

10: else
11: repeat
12: Propagate(C, l, L)
13: until L �= ∅ and � /∈ C
14: end if
15: if C = ∅ then
16: return TRUE
17: else if � ∈ C then
18: return FALSE
19: else
20: Choose a literal p of C
21: if Satisfiable(C, p, true) then
22: return TRUE
23: else if Satisfiable(C, p, false) then
24: return TRUE
25: else
26: return FALSE
27: end if
28: end if

6.1 Ramsey Problem

Ramsey problem (see CSPlib) consists in coloring the edges of a complete graph having
n vertices with k colors, such that no monochromatic triangle appears. Tables 1 shows
the results of MAC and FC on some instances of Ramsey problem where k = 3 and
n varies from 5 to 14. The first column defines the problem: Rn k denotes a Ramsey
instance with n vertices and k colors, the second and third columns show the number of
nodes and the performances in CPU times of FC respectively MAC augmented by the
heuristic (MD) described previously.

We can see that FC is better in time than MAC for small size instances (n ≤ 6) but
visits more nodes. However, MAC is better than FC in time and number of visited nodes
when the problem size increases (n ≥ 7). MAC outperforms FC in most of the cases
for this problem.
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Problem FC + MD MAC + MD
Nodes Times Nodes Times

R5 3 12 0 s 48 µs 12 0 s 85 µs
R6 3 27 0 s 231 µs 21 0 s 297 µs
R11 3 237 0 s 5039 µs 103 0 s 4422 µs
R12 3 538 0 s 21558 µs 130 0 s 11564 µs
R13 3 1210 0 s 28623 µs 164 0 s 9698 µs
R14 3 216491 9 s 872612 µs 6735 1 s 752239 µs

Fig. 1. Results of MAC and FC on the Ramsey problem

6.2 Random Problems

The second class of problems is randomly generated CSPs. We carried experiment on
3-ary random CSPs where both the number of CSP variables and the number of values
is 10. Our generator is an adaptation to the CGNF encoding of the Bessière et al CSP
generator. It uses five parameters: n the number of variables, d the size of the domains,
a the constraint arity, dens the constraint density which is the ratio of the number of
constraint to the maximum number of possible constraints, t the constraint tightness
which is the proportion of the forbidden tuples of each constraints. The random output
CSP instances are given in the CGNF encoding.
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Fig. 2. Results of MAC and FC on 3-ary CSPs having the densities: A: dens=0,20, B: dens=0,50
and C: dens=0,83

Figure 2 shows the average curves representing the CPU time of MAC and FC, both
augmented by the MD heuristic, with respect to a variation of the tightness on 3-ary
CSPs. The two curves on the right are those of MAC and FC corresponding to weak
densities (the class A:dens=0,20), the two ones in the middle are those corresponding
to average densities (the class B: dens=0,50), and the two ones on the left are those cor-
responding to high densities (the class C: dens=0,83). We can see that, the peak of diffi-
culty of the hard region of each problem class matches with a critical value of the tight-
ness, and the hardness increases as the density increases. The smaller the density is, the
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greater the corresponding critical tightness is. We can also see that MAC beats definitely
FC on the three classes of problems. These results seem to compare with those obtained
by the generalized FC [3] on 3-ary CSPs having equivalent parameters (n, d, dens, t).

7 Related Works and Discussion

Our approach is different from the previous works [8,7,2], since it is not a translation
from CSP to SAT. It consists in a generalization of the CNF representation which allows
a natural and optimal encoding for n-ary CSPs keeping the CSP structure. The purpose
of this paper is first to provide a more general framework including both SAT and CSP
and which captures their advantages, then introduce new promising methods to solve
problems expressed in this framework. We are not interested for the moment in code
optimization and heuristics to compete other optimized methods. We just provide a first
implementation, whose results look to compare well with those of the nFCs for n-ary
CSPs given in [3]. But, it seems that most of the background (like non-chronological
back-tracking, or clause recording) added to DP procedure to produce sophisticated SAT
solvers like Chaff [9] can be adapted for our methods. Such optimizations would increase
the performance of our methods, this question will be investigated in a future work.

8 Conclusion

We studied a generalization of the known CNF representation which allows a compact
Boolean encoding for n-ary CSPs. We showed that the size of a CSP in this encoding is
identical to the one of its original representation. We implemented a new inference rule
whose application until saturation achieves arc-consistency for n-ary CSPs expressed in
the Boolean encoding with a linear time complexity. Two enumerative methods are pro-
posed: the first one (MAC) maintains full arc-consistency on each node of the search
tree while the second (FC) performs partial arc-consistency. Both methods are well
known in CSPs and are found easily in our Boolean encoding. These methods are ex-
perimented on some instances of Ramsey problem and randomly generated 3-ary CSPs
and the obtained results showed that maintaining full arc-consistency in the Boolean
encoding is the best idea. These results are promising, but code optimizations are nec-
essary to compete with sophisticated SAT solvers. As a future work, we are looking to
extend the inference rule to achieve path consistency in the Boolean encoding. An other
interesting point is to look for polynomial restrictions of the Boolean encoding. On the
other hand, detecting and breaking symmetries in the Boolean encoding may increase
the performances of the defined enumerative methods.
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Abstract. In this paper, we focus on the resolution of Crew Pairing Op-
timization problem that is very visible and economically significant. Its
objective is to find the best schedule, i.e., a collection of crew rotations
such that each airline flight is covered by exactly one rotation and the
costs are reduced to the minimum. We try to solve it with Ant Colony
Optimization algorithms and Hybridizations of Ant Colony Optimiza-
tion with Constraint Programming techniques. We give an illustrative
example about the difficulty of pure Ant Algorithms solving strongly
constrained problems. Therefore, we explore the addition of Constraint
Programming mechanisms in the construction phase of the ants, so they
can complete their solutions. Computational results solving some test
instances of Airline Flight Crew Scheduling taken from NorthWest Air-
lines database are presented showing the advantages of using this kind
of hybridization.

Keywords: Ant Colony Optimization, Constraint Programming, Hybrid
Algorithm, Crew Pairing Optimization, Set Partitioning Problem.

1 Introduction

The Crew Pairing Optimization has been investigated for many years and this
problem continues challenging both scientists and software engineers. The basic
problem is to partition a given schedule of airline flights into individual flight
sequences called pairings. A pairing is a sequence of flight legs for an unspecified
crew member starting and finishing at the same city.

The pairing problem can be formulated as a Set Partitioning Problem (SPP)
or equality-constrained as a Set Covering Problem (SCP), in this formulation
the rows are flights and the columns are pairings. The optimization problem is to
select the partition of minimum cost from a pool of candidate pairings. SPP and
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SCP are two types of problems that can model several real life situations [4,14].
In this work, we solve some test instances of Airline Flight Crew Scheduling with
Ant Colony Optimization (ACO) algorithms and some hybridizations of ACO
with Constraint Programming (CP) techniques like Forward Checking.

There exist some problems for which the effectiveness of ACO is limited,
among them the strongly constrained problems. Those are problems for which
neighbourhoods contain few solutions, or none at all, and local search has a very
limited use. Probably, the most significant of those problems is the SPP and a
direct implementation of the basic ACO framework is unable of obtaining feasible
solutions for many SPP standard tested instances [21]. The best performing
metaheuristic for SPP is a genetic algorithm due to Chu and Beasley [9,6]. There
already exists some first approaches applying ACO to the SCP. In [1,19] ACO
has only been used as a construction algorithm and the approach has only been
tested on some small SCP instances. More recent works [18,20,17] apply Ant
Systems to the SCP and related problems using techniques to remove redundant
columns and local search to improve solutions. Taking into account these results,
it seems that the incomplete approach of Ant Systems could be considered as a
good alternative to solve these problems when complete techniques are not able
to get the optimal solution in a reasonable time.

In this paper, we explore the addition of a lookahead mechanism to the two
main ACO algorithms: Ant System (AS) and Ant Colony System (ACS). Trying
to solve larger instances of SPP with AS or ACS implementations derives in a lot
of unfeasible labelling of variables, and the ants can not obtain complete solutions
using the classic transition rule when they move in their neighbourhood. In this
paper, we propose the addition of a lookahead mechanism in the construction
phase of ACO thus only feasible partial solutions are generated. The lookahead
mechanism allows the incorporation of information about the instantiation of
variables after the current decision. This idea differs from the one proposed
by [23] and [16], those authors propose a lookahead function evaluating the
pheromone in the Shortest Common Supersequence Problem and estimating the
quality of a partial solution of a Industrial Scheduling Problem, respectively. So,
there are two main motivations for our work. On one hand, we try to improve
the performance of ACO algorithms when dealing with hard instances of SPP
through the incorporation of local analysis of the constraints. On the other hand,
we are interested in the development of robust algorithms integrating complete
as well as incomplete techniques, because we are convinced that this is a very
promising approach to deal with hard combinatorial problems.

This paper is organised as follows: Section 2 is dedicated to the presenta-
tion of the problem and its mathematical model. In Section 3, we describe the
applicability of the ACO algorithms for solving SPP and an example of Con-
straint Propagation is given. In Section 4, we present the basic concepts to
adding Constraint Programming techniques to the two basic ACO algorithms:
AS and ACS. In Section 5, we present results when adding Constraint Program-
ming techniques to the two basic ACO algorithms to solve some Airline Flight
Crew Scheduling taken from NorthWest Airlines benchmarks available in the
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OR-Library of Beasley [5]. Finally, in Section 6 we conclude the paper and give
some perspectives for future research.

2 Problem Description

The resource planning in airlines is a very complex task, and without considering
the fuel costs, the most important direct operating cost is the personnel. The
planning and scheduling of crews is usually considered as two optimization prob-
lems: the crew pairing problem and the crew assignment problem (or rostering
problem). In this paper we focus on the pairing problem. The crew costs depend
on the quality of the solution to the pairing problem as well as the assignment,
but since it is not possible to make up for poor pairings in the assignment prob-
lem, it is reasonable to expect that savings in the pairings problem will lead to
savings in total crew costs [2].

The main difficulty in modelling the crew pairing problem is that the set of
feasible pairings is very difficult to characterize mathematically in any other
way than by enumeration. In addition, the cost of a pairing is usually a complex
function of its components. Therefore, all published methods attempt to separate
the problem of generating pairings from the problem of selecting the best subset
of these pairings. The remaining optimization problem is then modelled under
the assumption that the set of feasible pairings and their costs are explicitly
available, and can be expressed as a Set Partitioning Problem. The SPP model
is valid for the daily problem as well as the weekly problem and the fully dated
problem.

SPP is the NP-complete problem of partitioning a given set into mutually
independent subsets while minimizing a cost function defined as the sum of the
costs associated to each of the eligible subsets. In the SPP matrix formulation
we are given a m × n matrix A = (aij) in which all the matrix elements are
either zero or one. Additionally, each column is given a non-negative cost cj . We
say that a column j can cover a row i if aij = 1. Let J denotes the set of the
columns and xj a binary variable which is one if column j is chosen and zero
otherwise. The SPP can be defined formally as follows:

Minimize f(x) =
n∑

j=1

cj × xj (1)

Subject to

n∑
j=1

aij × xj = 1; ∀i = 1, . . . , m (2)

These constraints enforce that each row is covered by exactly one column.
The SPP has been studied extensively over the years because of its many real
world applications. One of the well known applications is airline crew pairing.
In this formulation, each row represents a flight leg that must be scheduled. The
columns represent pairings. Each pairing is a sequence of flights to be covered
by a single crew over a 2 to 3 day period. It must begin and end in the base city
where the crew resides [24].
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3 Ant Colony Optimization for Set Partitioning Problems

In this section, we briefly present ACO algorithms and give a description of their
use to solve SPP. More details about ACO algorithms can be found in [11,12].

The basic idea of ACO algorithms comes from the capability of real ants to
find shortest paths between the nest and food source. From a Combinatorial
Optimization point of view, the ants are looking for good solutions. Real ants
cooperate in their search for food by depositing pheromone on the ground. An
artificial ant colony simulates this behavior implementing artificial ants as par-
allel processes whose role is to build solutions using a randomized constructive
search driven by pheromone trails and heuristic information of the problem. An
important topic in ACO is the adaptation of the pheromone trails during algo-
rithm execution to take into account the cumulated search experience: reinforcing
the pheromone associated with good solutions and considering the evaporation
of the pheromone on the components over time in order to avoid premature
convergence. ACO can be applied in a very straightforward way to SPP. The
columns are chosen as the solution components and have associated a cost and a
pheromone trail [13]. Each column can be visited by an ant only once and then
a final solution has to cover all rows. A walk of an ant over the graph represen-
tation corresponds to the iterative addition of columns to the partial solution
obtained so far. Each ant starts with an empty solution and adds columns until
a cover is completed. A pheromone trail τj and a heuristic information ηj are
associated to each eligible column j. A column to be added is chosen with a
probability that depends of pheromone trail and the heuristic information. The
most common form of the ACO decision policy (Transition Rule Probability)
when ants work with components is:

pk
j (t) =

τj ∗ ηβ
j∑

l/∈Sk

τl[ηl]β
if j /∈ Sk (3)

where Sk is the partial solution of the ant k. The β parameter controls how
important is η in the probabilistic decision [13,20].

Pheromone trail τj. One of the most crucial design decisions to be made
in ACO algorithms is the modelling of the set of pheromones. In the original
ACO implementation for TSP the choice was to put a pheromone value on every
link between a pair of cities, but for other combinatorial problems often can
be assigned pheromone values to the decision variables (first order pheromone
values) [13]. In this work the pheromone trail is put on the problems component
(each eligible column j) instead of the problems connections. And setting a good
pheromone quantity is not a trivial task either. The quantity of pheromone trail
laid on columns is based on the idea: the more pheromone trail on a particular
item, the more profitable that item is [19]. Then, the pheromone deposited in
each component will be in relation to its frequency in the ants solutions. In this
work we divided this frequency by the number of ants obtaining better results.
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Heuristic information ηj . In this paper we use a dynamic heuristic informa-
tion that depends on the partial solution of an ant. It can be defined as ηj = ej

cj
,

where ej is the so called cover value, that is, the number of additional rows
covered when adding column j to the current partial solution, and cj is the cost
of column j. In other words, the heuristic information measures the unit cost
of covering one additional row. An ant ends the solution construction when all
rows are covered. Figure 1 describes the basic ACO algorithm to solve SPP.

1 Procedure ACO_for_SPP
2 Begin
3 InitParameters();
4 While (remain iterations) do
5 For k := 1 to nants do
6 While (solution is not completed)
7 Choose next Column j with Transition Rule Probability
7 AddColumnToSolution(j)
8 AddColumnToTabuList(j)
9 EndWhile
10 EndFor
11 UpdateOptimum();
12 UpdatePheromone();
13 EndWhile
14 Return best_solution_founded
15 End.

Fig. 1. ACO algorithm for SPP

In this work, we use two instances of ACO: Ant System (AS) and Ant Colony
System (ACS) algorithms, the original and the most famous algorithms in the
ACO family [13]. ACS improves the search of AS using: a different transition
rule in the constructive phase, exploiting the heuristic information in a more
rude form, using a list of candidates to future labelling and using a different
treatment of pheromone. ACS has demonstrated better performance than AS in
a wide range of problems [12].

Trying to solve larger instances of SPP with the original AS or ACS imple-
mentation derives in a lot of unfeasible labelling of variables, and the ants can
not obtain complete solutions. In this paper we explore the addition of a looka-
head mechanism in the construction phase of ACO thus only feasible solutions
are generated.

A direct implementation of the basic ACO framework is incapable of obtaining
feasible solution for many SPP instances. An example will be given in order
to explain the ACO difficulties solving SPP. In [24] is showed Table 1 with a
Flight Schedule for American Airlines. The table enumerates possible pairings,
or sequence of flights to be covered by a single crew over a 2 to 3 day period, and
its costs. A pairing must begin and end in the base city where the crew resides.
For example, pairing j = 1 begins at a known city (Miami in the [24] example)
with flight 101 (Miami-Chicago). After a layover in Chicago the crew covers
flight 203 (Chicago-Dallas) and then flight 406 (Dallas-Charlotte) to Charlotte.
Finally, flight 308 (Charlotte-Miami) returns them to Miami. The total cost of
pairing j = 1 is $ 2900.
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Table 1. Possible Pairings for AA Example

Pairing j Flight Sequence Cost $
1 101-203-406-308 2900
2 101-203-407 2700
3 101-204-305-407 2600
4 101-204-308 3000
5 203-406-310 2600
6 203-407-109 3150
7 204-305-407-109 2550
8 204-308-109 2500
9 305-407-109-212 2600
10 308-109-212 2050
11 402-204-305 2400
12 402-204-310-211 3600
13 406-308-109-211 2550
14 406-310-211 2650
15 407-109-211 2350

Having enumerated a list of pairings like Table 1, the remaining task is to
find a minimum total cost collection of columns staffing each flight exactly once.
Defining the decision variables xj equal to 1 if pairing j is chosen and 0 otherwise,
the corresponding SPP model must to be solved.

Minimize 2900x1 + 2700x2 + 2600x3 + 3000x4 + 2600x5 + 3150x6 + 2550x7+

2500x8 + 2600x9 + 2050x10 + 2400x11 + 3600x12 + 2550x13 + 2650x14 + 2350x15

Subject to

x1 + x2 + x3 + x4 = 1 (flight 101)
x6 + x7 + x8 + x9 + x10 + x13 + x15 = 1 (flight 109)

x1 + x2 + x5 + x6 = 1 (flight 203)
x3 + x4 + x7 + x8 + x11 + x12 = 1 (flight 204)

x12 + x13 + x14 + x15 = 1 (flight 211)
x9 + x10 = 1 (flight 212)

x3 + x7 + x9 + x11 = 1 (flight 305)
x1 + x4 + x8 + x10 + x13 = 1 (flight 308)

x5 + x12 + x14 = 1 (flight 310)
x11 + x12 = 1 (flight 402)

x1 + x5 + x13 + x14 = 1 (flight 406)
x2 + x3 + x6 + x7 + x9 + x15 = 1 (flight 407)

xj = 0 or 1; ∀j = 1, . . . , 15

An optimal solution of this problem, at cost of $ 9100, is x∗
1 = x∗

9 = x∗
12 = 1

and all other x∗
j = 0.

Applying ACO to the American Airlines Example. Each ant starts with
an empty solution and adds columns until a cover is completed. But to determine
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if a column actually belongs or not to the partial solution (j 	∈ Sk) is not good
enough. The traditional ACO decision policy, Equation 3, does not work for SPP
because the ants, in this traditional selection process of the next columns, ignore
the information of the problem constraints.

For example, let us suppose that at the beginning an ant chooses the pairing
or column number 14, then x14 is instantiated with the value 1. For instance,
if x14 is instantiated, the consideration of the constraints that contain x14 may
have important consequences:

– Checking constraint of flight 211, if x14 = 1 then x12 = x13 = x15 = 0.
– Checking constraint of flight 310, if x14 = 1 then x5 = x12 = 0.
– Checking constraint of flight 406, if x14 = 1 then x1 = x5 = x13 = 0.
– If x12 = 0, considering the flight 402 constraint then x11 = 1.
– If x11 = 1, considering the flight 204 constraint then x3 = x4 = x7 = x8 = 0;

and by the flight 305 constraint then x3 = x7 = x9 = 0.
– If x9 = 0, considering the flight 212 constraint then x10 = 1.
– If x10 = 1, by the flight 109 constraint x6 = x7 = x8 = x9 = x13 = x15 = 0;

and considering the flight 308 constraint x1 = x4 = x8 = x13 = 0.

All the information above, where the only variable uninstantiated after a sim-
ple propagation of constraints was x2, is ignored by the probabilistic transition
rule of the ants. And in the worst case, in the iterative steps is possible to assign
values to some variable that will make impossible to obtain complete solutions.

The procedure that we showed above is similar to the Constraint Propagation
technique.

Constraint Propagation is an efficient inference mechanism based on the use
of the information in the constraints that can be found under different names:
Constraint Relaxation, Filtering Algorithms, Narrowing Algorithms, Constraint
Inference, Simplification Algorithms, Label Inference, Local Consistency Enforc-
ing, Rules Iteration, Chaotic Iteration. Constraint Propagation embeds any rea-
soning which consists in explicitly forbidding values or combinations of values
for some variables of a problem because a given subset of its constraints cannot
be satisfied otherwise [7].

The algorithm proceeds as follows: when a value is assigned to a variable,
the algorithm recomputes the possible value sets and assigned values of all its
dependent variables (variable that belongs to the same constraint). This process
continues recursively until no more changes can be done. More specifically, when
a variable xm changes its value, the algorithm evaluates the domain expression of
each variable xn dependent on xm. This may generate a new set of possible values
for xn. If this set changes, a constraint is evaluated selecting one of the possible
values as the new assigned value for xn. It causes the algorithm to recompute
the values for further downstream variables. In the case of binary variables the
constraint propagation works very fast in strongly constrained problems like
SPP.

The two basic techniques of Constraint Programming are Constraint Propaga-
tion and Constraint Distribution. The problem cannot be solved using Constraint
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Propagation alone, Constraint Distribution or Search is required to reduce the
search space until Constraint Propagation is able to determine the solution. Con-
straint Distribution splits a problem into complementary cases once Constraint
Propagation cannot advance further. By iterating propagation and distribution,
propagation will eventually determine the solutions of a problem [3].

4 ACO with Constraint Programming

Recently, some efforts have been done in order to integrate Constraint Pro-
gramming techniques to ACO algorithms [22,8,15]. An hybridization of ACO
and CP can be approached from two directions: we can either take ACO or
CP as the base algorithm and try to embed the respective other method into
it. A form to integrate CP into ACO is to let it reduce the possible candi-
dates among the not yet instantiated variables participating in the same con-
straints that the actual variable. A different approach would be to embed ACO
within CP. The point at which ACO can interact with CP is during the labelling
phase, using ACO to learn a value ordering that is more likely to produce good
solutions.

In this work, ACO use CP in the variable selection (when adding columns to
partial solution). The CP algorithm used in this paper is Forward Checking with
Backtracking. The algorithm is a combination of Arc Consistency Technique and
Chronological Backtracking [10]. It performs Arc Consistency between pairs of
a not yet instantiated variable and an instantiated variable, i.e., when a value
is assigned to the current variable, any value in the domain of a future variable
which conflicts with this assignment is removed from the domain.

Adding Forward Checking to ACO for SPP means that columns are chosen
if they do not produce any conflict with the next column to be chosen. In other
words, the Forward Checking search procedure guarantees that at each step of
the search, all the constraints between already assigned variables and not yet
assigned variables are arc consistency.

This reduces the search tree and the overall amount of computational work
done. But it should be noted that in comparison with pure ACO algorithm,
Forward Checking does additional work when each assignment is intended to be
added to the current partial solution. Arc consistency enforcing always increases
the information available on each variable labelling. Figure 2 describes the hybrid
ACO+CP algorithm to solve SPP.

5 Experiments and Results

Table 2 presents the results when adding Forward Checking to the basic ACO
algorithms for solving test instances taken from the Orlib [5]. The first five
columns of Table 2 present the problem code, the number of rows (constraints),
the number of columns (decision variables), the best known solution for each
instance, and the density (percentage of ones in the constraint matrix) respec-
tively. The next two columns present the cost obtained when applying AS and
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1 Procedure ACO+CP_for_SPP
2 Begin
3 InitParameters();
4 While (remain iterations) do
5 For k := 1 to nants do
6 While (solution is not completed) and TabuList <> J do
7 Choose next Column j with Transition Rule Probability
8 For each Row i covered by j do /* constraints with j */
9 feasible(i):= Posting(j); /* Constraint Propagation */
10 EndFor
11 If feasible(i) for all i then AddColumnToSolution(j)
12 else Backtracking(j); /* set j uninstantiated */
13 AddColumnToTabuList(j);
14 EndWhile
15 EndFor
16 UpdateOptimum();
17 UpdatePheromone();
18 EndWhile
19 Return best_solution_founded
20 End.

Fig. 2. ACO+CP algorithm for SPP

Table 2. ACO with Forward Checking

Problem Rows(Constraints) Columns(Variables) Optimum Density AS ACS AS+FC ACS+FC
sppnw06 50 6774 7810 18.17 9200 9788 8160 8038
sppnw08 24 434 35894 22.39 X X 35894 36682
sppnw09 40 3103 67760 16.20 70462 X 70222 69332
sppnw10 24 853 68271 21.18 X X X X
sppnw12 27 626 14118 20.00 15406 16060 14466 14252
sppnw15 31 467 67743 19.55 67755 67746 67743 67743
sppnw19 40 2879 10898 21.88 11678 12350 11060 11858
sppnw23 19 711 12534 24.80 14304 14604 13932 12880
sppnw26 23 771 6796 23.77 6976 6956 6880 6880
sppnw32 19 294 14877 24.29 14877 14886 14877 14877
sppnw34 20 899 10488 28.06 13341 11289 10713 10797
sppnw39 25 677 10080 26.55 11670 10758 11322 10545
sppnw41 17 197 11307 22.10 11307 11307 11307 11307

ACS, and the last two columns present the results combining AS and ACS with
Forward Checking. An entry of ”X” in the table means no feasible solution was
found. The algorithms have been run with the following parameters settings: in-
fluence of pheromone (alpha)=1.0, influence of heuristic information (beta)=0.5
and evaporation rate (rho)=0.4 as suggested in [19,20,13]. The number of ants
has been set to 120 and the maximum number of iterations to 160, so that the
number of generated candidate solutions is limited to 19.200. For ACS the list
size was 500 and Qo=0.5. Algorithms were implemented using ANSI C, GCC
3.3.6, under Microsoft Windows XP Professional version 2002.

The effectiveness of Constraint Programming is showed to solve SPP, because
the SPP is so strongly constrained the stochastic behaviour of ACO can be
improved with lookahead techniques in the construction phase, so that almost
only feasible partial solutions are induced. In the original ACO implementation
the SPP solving derives in a lot of unfeasible labelling of variables, and the ants
can not complete solutions.
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6 Conclusions and Future Directions

We have successfully combined Constraint Programming and ACO for the prob-
lem of set partitioning solving benchmarks of data sets. Our main conclusion
from this work is that we can improve ACO with CP. The concept of Arc Con-
sistency plays an essential role in Constraint Programming as a problem sim-
plification operation and as a tree pruning technique during search through the
detection of local inconsistencies among the uninstantiated variables. We have
shown that it is possible to add Arc Consistency to any ACO algorithms and the
computational results confirm that the performance of ACO can be improved
with this type of hybridisation. Anyway, a complexity analysis should be done
in order to evaluate the cost we are adding with this kind of integration. We
strongly believe that this kind of integration between complete and incomplete
techniques should be studied deeply.

Future versions of the algorithm will study the pheromone treatment represen-
tation and the incorporation of available techniques in order to reduce the input
problem (Pre Processing) and improve the solutions given by the ants (Post
Processing). The ants solutions may contain expensive components which can
be eliminated by a fine tuning heuristic after the solution, then we will explore
Post Processing procedures, which consists in the identification and replacement
of the columns of the ACO solution in each iteration by more effective columns.
Besides, the ants solutions can be improved by other local search methods like
Hill Climbing, Simulated Annealing or Tabu Search.
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Abstract. In Constraint Programming, enumeration strategies (selec-
tion of a variable and a value of its domain) are crucial for resolution
performances. We propose to use Local Search for guiding enumeration:
we extend the common variable selection strategies of constraint pro-
gramming and we achieve the value selection based on a Local Search.
The experimental results are rather promising.

1 Introduction

Systematic backtracking enhanced with pruning of the search space has been
successfully applied to combinatorial problems for decades. The main advantage
of these techniques is completeness: if there is a solution they find it, and they
give a proof when there is no solution. However, they do not always scale well for
large problems. Incomplete methods, such as Local Search (LS) [6] explore some
promising parts of the search space with respect to specific heuristics. These
techniques are incomplete, but scale better to large problems.

Constraint propagation based solvers (CP) [1] are complete methods to solve
Constraint Satisfaction Problems (CSP): they interleave enumeration and con-
straint propagation. Propagation prunes the search tree by eliminating values
that cannot participate in a solution. Enumeration creates one branch by instan-
tiating a variable (x = v) and another branch (x 	= v) for backtracking when
the first branch does not contain any solution. All enumeration strategies pre-
serving solutions are valid (e.g., first-fail, max-occurrence, brelaz,. . . ), but they
have a huge impact on resolution efficiency. Moreover, no strategy is (one of) the
best for all problems. Numerous studies have been conducted about enumeration
strategies (see e.g., [3,2]).

A common idea to get more efficient and robust algorithms consists in combin-
ing resolution paradigms to take advantage of their respective assets. Hybridis-
ations of CP and LS [5,15,14] are now more and more studied in the constraint
� The first author has been partially supported by the Chilean National Science Fund

through the project FONDECYT 1060373. The authors have been partially sup-
ported by the project INRIA-CONICYT VANANAA.

J. Euzenat and J. Domingue (Eds.): AIMSA 2006, LNAI 4183, pp. 56–65, 2006.
c© Springer-Verlag Berlin Heidelberg 2006



Using Local Search for Guiding Enumeration in Constraint Solving 57

programming community. Our approach is similar to [10] and [15]. However,
these works address SAT problems and thus algorithms and strategies are dif-
ferent. [7] reports about the importance of the enumeration strategy for the
heavy-tailed behaviour.

We propose a Master/Slave hybridisation in which LS guides the search by
helping selections of variables and values for enumeration. Our goal is to obtain
a solving process in which enumeration strategies (and more especially variable
selection) impact less the solving efficiency: we want to avoid that a “bad” vari-
able selection drastically reduces efficiency, without penalising a “good” selection
strategy. Consequently, we also want to avoid heavy-tailed behaviour. The goal
is thus to reduce the effect that could have a bad strategy selected by the user
when this one does not know which strategy is the best adapted to his problem.

The technique consists in improving standard enumeration strategies. LS is
performed before each enumeration in order 1) to improve standard variable
selection strategies (e.g., first-fail) by requesting some properties variables (e.g.,
not conflicting variables), and 2) to provide a value for the selected variable.
Each time, a LS is run on a different problem, i.e., the problem that remains after
removing variables that have been instantiated in CP (either by enumeration or
propagation) and instantiated constraints that are satisfied by these assignments.
Obviously, it can also happen that a LS solves the remaining problem. Note that
our algorithm is still complete. The experimental results we obtained with our
prototype implementation are promising.

2 Background, Motivations, and Ideas

A Constraint Satisfaction Problem (CSP) is defined by a set of variables, a set of
possible values for each variable (the domain of the variable), and a set of n-ary
constraints. A solution is an instantiation of variables satisfying all constraints.

Constraint Propagation Based Solvers. Systematic backtracking is used in
many constraint solvers. It is complete, and can be combined with constraint
propagation for pruning the search space. However, it often behaves poorly for
large combinatorial problems. Constraint propagation based solvers can be de-
scribed by the generic algorithm of Figure 1 (similar to the one of [1]). They
interleaved propagation phases with split steps. Propagation reduces the search
space by removing values of variables that cannot participate to a solution of
the CSP. A split cuts a CSP P into several CSPs Pi, such that the union of
solutions of the Pi is equal to the solutions of P (preserve solutions). Each Pi

WHILE not finished
constraint propagation
IF not finished THEN

select a split and apply it
search

Fig. 1. A Generic SOLVE algorithm
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choose s ∈ S (an initial configuration)
opt ← s (record the best configuration)
WHILE not finished DO

choose s′ a neighbour of s
s ← s′ (move to s′)
opt ← s if f(s) < f(opt)

Fig. 2. A Generic Local Search Algorithm

differs from P in that the split domain is replaced by a smaller domain. The
two main classes of split strategies are segmentation (split a domain into sub-
domains), and enumeration (split a domain into one value and the rest of the
domain). In the following, we focus on enumeration. Search manages the choice
points (i.e., sub-CSPs created by split) by making recursive calls to the solve
algorithm: it may define searches such as depth first, or breadth first; it can
enforce finding one solution or all solutions; or can manage optimisation or sat-
isfaction. finished is a Boolean set to true when the problem is either solved or
unsatisfiable.

Local Search. While complete methods can demonstrate that a problem is not
satisfiable (exhaustive exploration of the search space), incomplete methods will
be ineffective in that case. However, they scale very well to large applications
since they mainly rely on heuristics providing a more efficient exploration of in-
teresting areas of the search space. This class of methods (called metaheuristics)
covers a wide panel of paradigms from evolutionary algorithms to local search
techniques [6] on which we focus in the following.

Local search techniques usually aim at solving optimisation problems [6]. In
the context of constraint satisfaction, these methods minimize the number of
violated constraints to find a solution of the CSP. A local search algorithm (see
Figure 2), starting from an initial configuration, explores the search space by a
sequence of moves. At each iteration, the next move corresponds to the choice of
one of the so-called neighbours. This neighbourhood often corresponds to small
changes of the current configuration. Moves are guided by a fitness function (f
on the figure) which evaluates their benefit from the optimisation point of view,
in order to reach a local optimum. The algorithm stops (Boolean finished) when
a solution is found or when a maximum number of iterations is reached.

Hybridising CP and LS. A common idea to get more efficient algorithms con-
sists in combining resolution paradigms [5,15,14]. Such combinations are more
and more studied in the constraint programming community, mainly for com-
bining CP with LS or genetic algorithms. Hybridisations have often been tackled
through a Master/Slave like management, and are often related to specific prob-
lems or class of problems. Among Master/Slave approaches in which CP is the
master, we can cite: local probing [9], selecting variables by LS [10], LS for im-
proving partial assignment [12], LS for guiding the backtrack [13]. Generally,
when LS is considered as the master, CP is used to improve the quality or the
size of the neighbourhood [8]. Other techniques sacrifice completeness. Numerous
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solve(CSP)
CSP’ ← constraint propagation(CSP)
IF solution(CSP’) OR failed(CSP’)

THEN RETURN(CSP’)
ELSE Tentative Val < − LS(CSP’)

(Var,Val)← select enumeration(CSP’,VarCrit,ValCrit, Tentative Val)
RES ← solve(CSP’ ∧ Var = Val)
IF failed(RES)

THEN solve(CSP’ ∧ Var �= Val)
ELSE RETURN(RES)

Fig. 3. A Depth-First Left-First hybrid SOLVE algorithm for finding ONE solution

works also consider sequential or parallel hybridisation of black-box solvers [4].
Few works focus on generic hybrid solvers or hybrid frameworks [11].

The Impact of Enumeration. For the simple 10-queen problem, a good enu-
meration strategy directly goes to a solution performing 6 enumerations without
backtracking. However, a bad strategy performs more than 800 backtracks before
reaching a solution. Obviously strategies have drastically different efficiencies, of-
ten several orders of magnitude, and thus it is crucial to select a good one that
unfortunately cannot be predicted in the general case.

We are interested in making good choices for enumeration, i.e., selection of a
variable and a value. Our idea is to use LS to guide enumerations. There exist
numerous enumeration strategies for CP, and some are known to be efficient
for some problems. We thus focus on improving bad strategies without affecting
good ones, and this, without knowing which are the good ones and which are
the bad ones. Let us illustrate this on example. One standard strategy selects
the variable with the smallest domain, and instantiates it with the first value of
its domain. In our hybrid solver, we run a LS before enumeration. A possible
modification of the first-fail is to select the smallest variable which is not in
conflict in LS, and to assign it the tentative value given by the LS.

3 LS Guided Enumeration in CP

3.1 The Hybrid Algorithm

We designed a Master/Slave hybridisation (Figure 3) in which a LS guides enu-
meration in CP to quickly find a solution: a LS is performed before each enu-
meration to find information about variables and their tentative values. The
exploration of the search tree is a depth-first left-first search. The while loop of
the generic algorithm (Figure 1) does not exist anymore since we are looking
for one solution. The selec enumeration function is the key point: not only
it is based on criteria for variable and value selection, but also on the result of
the LS, i.e., the tentative values of the variables. A LS finds tentative values
for the non instantiated variables of the CSP considering that values assigned
by previous enumeration and propagation are correct: a LS does not reconsider
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previous work (propagation and instantiation); this task is left to the CP solver
that will backtrack when it detects unsatisfiability of the CSP. Note that our
hybrid solver remains complete.

Let us fix first some notions. A variable can only be instantiated by propaga-
tion or enumeration, but never by LS. A tentative value is a value given by LS
to a variable which has not yet been instantiated; this value must be an element
of the domain of the variable; we denote it X ≡ v. A tentative CSP is a CSP
in which variables which do not have yet values are given tentative values. A
conflicting constraint is a constraint which cannot be satisfied with the values
and tentative values of the variables it contains. Consider the following CSP:
X = 3, Y ≡ 4, X > Y . 3 is the value of X given by enumeration or propagation;
4 is the tentative value given to Y by the last LS; the constraint X > Y is a con-
flicting constraint. A possibly conflicting variable (conflicting variable in short) is
a not yet instantiated variable that appears in a conflicting constraint. Note that
the tentative value of this variable may participate in a solution. Consider the
CSP X ∈ [1..5], Y ∈ [1..5], X > Y and the tentative values X ≡ 3, Y ≡ 4. Y is a
conflicting variable since it appears in X > Y which is a conflicting constraint.
However, a solution of the CSP is X = 5, Y = 4.

3.2 The LS Algorithm

Our LS performs a descent algorithm (other techniques such as simulated anneal-
ing can be considered) in which we consider the first improving (w.r.t. the evalu-
ation function) neighbour when moving. Diversification is achieved by restarting
the algorithm (i.e., a loop around the algorithm of Figure 2). The result of the
LS is thus a local optimum, the best configuration w.r.t. the evaluation function.

A configuration consists in giving a tentative value to each non instantiated
variable of the CSP. The size of configurations thus changes at each LS since the
number of non instantiated variables varies w.r.t. to enumerations, propagations,
and backtracks. The algorithm is as generic as can be. It is parameterized by:

– fMaxIter (resp. fMaxRestart), a function to compute the maximum num-
ber of iterations in a search (resp. the number of restarts i.e., of LS);

– feval, an evaluation function to estimate configurations,
– fneighbour, a function to compute neighbours of configurations.

We now present some of our functions (this list is not exhaustive, and some more
functions can be designed). fMaxIter and fMaxRestart are functions based on
the number of variables and constraints, e.g., functions such as n.N V ar where
n is a given integer and N V ar the current number of non instantiated variables.

The evaluation function is based on the constraints, the variables, their
current domains, and/or their number of occurrences in the CSP. Thus, possible
functions are fConfC (the number of conflicting constraints), fConfV (the
number of conflicting variables), or functions such as fCWeightff defined by
fCWeightff(V ) =

∑n
i=1 1/size(Vi) where V is a set of conflicting variables,

and size is a function that returns the number of values in the domain of a vari-
able. Functions such as fCWeightff give more importance to some variables
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for evaluation (the ones with small domains for fCWeightff) in order to be
combined with some variable selection strategies of the CP algorithm (e.g., a
first-fail variable selection strategy in the case of fCWeightff). We thus have
a set of evaluation functions to privilege (or un-privilege) the variables with
the smallest domain, with the largest domain, the variables having more occur-
rences, . . . We do not detail these other functions, their principle being similar
to fCWeightff . These functions return 0 when the tentative CSP is solved.

The neighbourhood functions aim at finding an improving neighbour. A
neighbour is computed by changing the tentative value of k variables. k is either
a given integer, or the result of a function based on the number of variables
(such as log(Number Variable)). There are several criteria to select the variables
to be changed: randomly, a randomly selected conflicting variable, and a family
of functions based on the domain size and/or occurrences of variables (criteria
similar to the criteria of the evaluation function). For this last function, a higher
probability is given to the variables we want to privilege. The new tentative
value is a randomly selected value of the domain of the variable.

Let us illustrate it for the Nweightff2 neighbourhood function which gives
more probability to change the value of a variable with a small domain. To
this end, we construct a list of pairs ((V1, I1), (V2, I2), . . . , (Vn, In)) where Vi are
variables, and Ii are consecutive intervals of width 1/(size(Vi)2 defined by:

I1 = [0..(1/(size(V1)2))] and Ii = [
i−1∑
j=1

1/(size(Vj)2)..
i∑

j=1

1/(size(Vj)2)]

Then, a random real number r between 0 and
∑n

j=1 1/(size(Vj)2) is generated;
the selected variable Vi is the one whose interval contains r, i.e., r ∈ Ii. Note that
NCweightff2 is defined the same way, but only considers conflicting variables.
We do not detail the other neighbourhood functions based on smallest/largest
domain, number of occurrences since they are built similarly to Nweightff2.

A LS strategy is thus a combination of the 4 parameters described above.

3.3 Hybrid Enumeration Strategies

Enumeration strategies are combinations of a variable selection criterion and a
value selection criterion. We consider standard variable selection criteria of CP
that we can refine using the result of the LS, e.g., selecting variables that are
not conflicting in the LS. Here are some of the variable selection criteria:

– first (resp. first nc) selects the first variable (resp. the first non conflicting
variable) occurring in the CSP.

– first-fail (resp. first-fail nc) selects the variable (resp. the non conflicting
variable) with the smallest domain.

– occurrence (resp. occurrence nc) selects the variable (resp. the non conflicting
variable) with the largest number of occurrences in the set of constraints.

The value selection totally relies on the result of the LS: the tentative value (in
the result of LS) of the variable is selected. An hybrid strategy is thus the
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Table 1. n-queens problem with various strategies and hybrid strategies

10 − queens 20 − queens 25 − queens 50 − queens
t e t e t e t e

first 0.02 16 44.69 22221 13.05 4508 −−
S1 0.051 15.01 0.473 51.57 0.937 73.31 12.17 702
S4 0.055 15.39 0.519 52.07 1.121 87.33 8.68 252.07
ff 0.02 13 0.09 40 0.20 68 2.78 506
S6 0.039 13.301 0.384 33.43 0.662 41.58 4.81 84.91
S14 0.043 13.60 0.385 33.23 0.639 37.51 5.41 114.14
S15 0.043 13.48 0.383 31.20 0.648 35.31 5.22 100.93
S16 0.04 13.00 0.401 33.44 0.624 32.64 4.39 65.76
S23 0.073 12.80 0.578 29.79 1.082 40.095 7.584 67.38
S35 0.084 12.56 0.576 25.66 1.045 33.56 7.822 77.08
S36 0.082 11.25 0.620 27.30 1.022 29.73 7.025 50.48
S42 0.101 7.85 0.790 15.51 1.427 20.26 10.627 33.78

combination of 6 parameters: the value and variable selection criteria, the func-
tions to compute the numbers of iterations and restart, the evaluation function,
and the neighbourhood function.

4 Experimental Results and Discussions

Our prototype implementation has been written with the ECLiPSe Constraint
Programming System 4 using finite domain libraries for constraint propaga-
tion (propagation enforces generalized arc-consistency [1]) and the repair library
which significantly eased the handling of tentative values in LS. We did not
optimise the code. Instead, we kept it as open and parameterized as possible
to allow various hybrid strategies. Similarly, we did not specialize the LS for
specific problems, although it is well known that generic LS generally behaves
poorly. The test were run on an Athlon 3000+ with 1Go of RAM. For each test
we performed 1000 runs and we present the average.

Experimentations. Table 1 shows the results of several strategies for some
instances of the n-queens problem. We use a standard model of the problem.
The alldifferent global constraint is duplicated into the pair-wise differences of
all variables in order to get a powerful pruning (specific propagator) whereas the
LS can better count conflicts. We don’t perform restart for LS (MaxRestart = 1)
and the neighbourhood function changes the value of one variable (k = 1).

A column represents a problem instance; a row is the performance of a strategy
for the different instances; t is the average CPU time in seconds and e the average
number of enumerations (both good enumerations that lead to a solution, and
bad ones that enforced backtrack).

We first compare strategies based on the first criterion: variables to enumerate
are selected in the order of appearance in the CSP. first is the pure CP strategy:

4 We used ECLiPSe 5.3, an old version of ECLiPSe, since the future of ECLiPSe
licensing is currently under negotiation. http://eclipse.crosscoreop.com/eclipse/
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the smallest value of the domain of the selected variable is chosen for enumer-
ation. S1 and S4 are hybrid strategies. S1 is also based on a first criterion for
variable selection; the selected value is the tentative value of the result of the
LS like for each of our strategies. The evaluation function counts the number of
conflicting constraints (fConfC ). The neighbourhood changes a conflicting vari-
able (fNConf ). The size of the LS (MaxIter) is twice the number of variables
in the problem. S4 differs in that the first non conflicting variable is selected for
enumeration (first nc), and the evaluation function is the number of conflicting
variables (fConfV ). Both S1 and S4 show very good results compared to first,
both in CPU time and enumerations. We don’t have the results for 50-queens for
the pure CP first : for 30-queens, more than 4.000.000 enumerations are required!

All the other strategies (ff and S6 to S42) are based on a first fail variable
criterion. ff is the pure CP strategy: enumeration with the smallest value of
the domain of the variable with the smallest domain. S6 and S23 also select the
variable with smallest domain whereas S14,15,16,35,36,42 select the non conflicting
variable with the smallest domain. We can see that it tends to be better to select
a non conflicting variable. The evaluation function for each S14,15,16,35,36,42 is
the number of violated constraints. With respect to other tests we performed
for n-queens, it seems that using an evaluation function based on the size of the
domain (such as fCWeightff) slightly reduces the number of enumerations but
slightly increases the CPU time. For S14,15,16,35,36,42, the number of iterations is
n.number variables, where n = 2 for S14,15,16, n = 5 for S23,35,36, and n = 10 for
S42. We can see that when n increases, the number of enumerations decreases,
and the CPU time increases (due to the overhead of the longer LS). Increasing
n is more profitable for larger problems, such as 100-queens.

In S14,23,35, the neighbourhood function selects randomly a variable to change
its value to create a neighbour; in S6,15,36 it is a random conflicting variable
whose value is changed; in S16, NCWeightff2 gives more probability to change
the value of a variable with a small domain (this is coherent with the first-fail
selection of variable for enumeration).

The difference between S14,15,16 is the neighbourhood function: similarly to
other tests we made, it tends that it is slightly worth (in terms of enumerations,
and CPU time) having more clever neighbourhood functions based on conflicting
variables and probabilities w.r.t. the size of the domains of the variables.

The advantage of the hybrid strategies over the pure CP first−fail strategy
is in terms of enumerations: less enumerations are required to solve the problems.
But this is at the cost of CPU time. However, the larger the instances the smaller
the difference of time. Moreover, the overhead could be significantly reduced with
a better implementation of the LS algorithm.

We test the same strategies on several instances of the Latin square problem.
The comments are the same as for n-queens: all the hybrid strategies improve
enumeration. The differences between the hybrid strategies are a bit more pro-
nounced, but the main differences are coming from the length of the search.
Only S42 behaves differently: it is from far the best strategy in terms of enumer-
ations (e.g., less than half the number of enumerations for Latin-10), but also
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the slowest one (2 to 3 times slower than other strategies for Latin-15). S42 is
the strategy that performs the longest LS: this explains the good enumeration.
But the overhead is not sufficient to explain the very slow run and we don’t see
yet any explanation for it.

Discussions. We were surprised that on average, all the hybrid strategies show
quite similar performances. Only the length of the LS has a significant impact:
the longer the LS, the less enumerations, but at the cost of CPU time. However,
it seems that integrating criteria (e.g., domain size) in the neighbourhood and
evaluation functions pays in term of enumeration and is not too costly in time.

As expected the hybrid strategies reduce the number of enumeration. This is
due to 1) some better enumerations are found using a kind of probing (the LS),
and 2) it also happens that the probing (the LS) finds a solution; most of the
time, this phenomenon happens at the bottom of the search tree, when there
remain few variables to be instantiated. However, the main reason is 1).

We did not measure the standard deviation and variance of the number of
enumerations nor of the CPU time. However, we observed that the shorter is
the LS, the larger is the variance. It could be interesting to study this deviation
to compare hybrid strategies. Indeed, it can be more useful to have a strategy
which is maybe a bit worse in average but that has a smaller deviation/variance;
this way, runs would be more homogeneous.

In our experimental results, the difference (in terms of enumeration and time)
between our hybrid strategies is less noticeable than between the pure CP strate-
gies. For example, there are several orders of magnitude between the first and
first-fail strategies in the n-queens problem. Moreover, our hybrid strategies are
better (enumeration and time) than the pure first one, and close (better for enu-
merations, worse in time, but less than an order of magnitude) to the first-fail
one. Thus, if one does not know which strategy is adapted to his problem, it is
convenient to select an hybrid one: it will either gives good performance, or ac-
ceptable performance w.r.t. the best strategy. Moreover, the LS implementation
can significantly be improved.

5 Conclusion, Related Work, and Future Work

We have presented an hybrid (and complete) solver that uses a LS to guide the
enumeration process. Our technique is rather simple to integrate in a constraint
programming system, and the first experimental results are rather promising.

In [10], a GSAT-like procedure guides the branching of logically-complete
algorithms based on Davis and Putnam’s like techniques. This could be seen
as similar to our technique but in the context of SAT, and the heuristics and
algorithms (both the complete and incomplete one) are different. [15] also reports
about a repair-based algorithm, GSAT, combined with a constructive algorithm
using propagation. At each node of the search tree, GSAT is run on all variables
to choose which variable to enumerate. Our work is close to this algorithm since
the systematic backtracking techniques are both enhanced with propagation.
However, [15] addresses SAT problems, and thus the enumeration strategies, and
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the incomplete techniques are different. From some aspects, in local probing [9],
LS helps selecting variables. However, the key idea is that LS creates assignments,
and CP modifies the sub-problem that LS is solving in order to guide it to search
parts where solutions can be found. Although we did not observe it, more studies
are needed to determine whether we avoid the heavy-tailed behaviour [7].

We plan to improve the implementation of our LS algorithm. We think of re-
fining the notions of neighbourhood and evaluation to integrate some constraints
of the model in these functions, i.e., to obtain a generic LS which can adapt itself
to some specific constraints of the problem. We plan to extend our hybridisation
to optimisation and perform some tests with other enumeration strategies.
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6. H. Hoos and T. Stützle. Stochastic Local Search: Foundations and Applications.
Morgan Kaufmann, San Francisco (CA), USA, 2004.

7. T. Hulubei and B. O’Sullivan. Search heuristics and heavy-tailed behaviour. In
Proceedings of CP’2005, volume 3709 of LNCS, pages 328–342. Springer, 2005.

8. N. Jussien and O. Lhomme. Local search with constraint propagation and conflict-
based heuristics. Artif. Intell., 139(1):21–45, 2002.

9. O. Kamarainen and H. E. Sakkout. Local probing applied to network routing. In
CPAIOR, volume 3011 of LNCS, pages 173–189. Springer, 2004.
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Abstract. This paper describes two approaches to integrating standalone infor-
mation processing techniques into a semantic application capable of acquiring 
and maintaining knowledge, which we conducted using our open Semantic Web 
framework of Magpie. We distinguish between integration through aggregation 
and through choreographing, and argue that the latter is not only simpler to real-
ize but also provides greater benefits. The benefits were, in our experiment, re-
lated to developing a capability of maintaining and validating knowledge 
through an integration of down- and upstream knowledge processing tools. We 
describe the principles of integration and relate them to pragmatic challenges 
for the semantic web and to strategic directions of its evolution. 

1   Introduction 

Over the last two years we can observe an emphasis not only on designing and hand-
crafting ontologies, but also on their automated population. This is arguably the key to 
bootstrapping the Semantic Web, and to making it suitable for practical, larger-scale 
applications. Current approaches to ontology population are based on various tech-
niques; e.g. automated pattern recognition and extraction on the Web [5, 8] and web 
mining algorithms relying on information redundancy [2, 3]. These techniques are of-
ten considered as a part of ‘back-office support’ and are usually hidden from the users 
and user-facing interfaces. 

The net effect of splitting the creation and population ontologies from their use and 
application is that the research into abstract infrastructures for the Semantic Web (e.g. 
[15]) and into specialized tools for expert knowledge engineers (e.g. [10]) is rather 
removed from the research into tools for the end users of the Semantic Web. These 
emerging tools support end users in annotating documents [13]; in browsing semanti-
cally marked up spaces [18], or in integrating web and semantic web resources [7]. 
They are characterized by applying rather than developing knowledge models, and 
their authors stress the importance of achieving some form of reward through good 
enough semantics rather than global completeness. 

These developments signal that the Semantic Web research moves from its early 
vision and early adopter issues [1] to more pragmatic ones [14]. One of such prag-
matic challenges is to re-use various specialized tools, techniques and methods when 
designing new semantically aware applications. In this paper we would like to explore 
the notion of re-use as an equivalent to an open infrastructure for facilitating interop-
erability between narrowly specialized modules and simultaneously, for bridging the 
gap between designing and applying ontologies. From a pragmatist’s and practitio-
ner’s perspective the Semantic Web should take advantage of its distributed nature 
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and add value to practical applications across a large part of the knowledge process-
ing cycle. By focusing on any one of the knowledge processing stages (e.g. annotation 
or formal representation), the likely practical benefits affect smaller user audiences. 
Thus, to overcome the well-known shortcomings of collaborative tools [11] that are 
remarkably applicable to the current version of the Semantic Web, we suggest focus-
ing more on supporting interoperability in open, service-based infrastructures. 

In this paper we discuss one particular approach taking on the strategic challenges 
of automated bootstrapping and supporting both knowledge engineers and end users. 
We look into how information extraction services and their combinations might inter-
act directly with the end user. This interplay of ontology bootstrapping and user inter-
action issues has not been investigated so far. As a first step towards understanding 
requirements on integrating different knowledge tools we conducted a case study in 
which we extended a user-centered tool for browsing the Web using semantic rela-
tions (Magpie), and integrated it with tools for extracting information from visited 
text (C-PANKOW and Armadillo). Linking end user tools with the knowledge pro-
duction tools is one approach to support the creation of semantic applications address-
ing a larger part of the knowledge processing cycle. 

2   Making the Semantic Web More Practical 

From the architectural point of view, there are several ways to realize such hybrid so-
lutions. We consider two approaches to integrating the upstream and downstream 
knowledge tools: one focusing on data aggregation and another focusing on choreo-
graphing independent semantic services into a loose application that is capable of im-
proving the scalability, bootstrapping and maintenance of knowledge, yet at the same 
time provides rewards to both users and knowledge engineers. 

The requirement to support knowledge processing across a cycle rather than one 
particular phase arose from our earlier research into ontology-driven applications. 
One of the first usable tools with some Semantic Web functionality designed in early 
2000-s was Magpie. Magpie comprises a service-based infrastructure and a browser 
plug-in that makes the ontological commitments accessible to the end user by render-
ing them into a visual form that is layered over a standard, non-semantic web page. 
The Magpie has evolved from the initial handcrafted solution that supported a fixed 
set of actions [6] to an open solution. This openness was achieved through user-
selectable ontologies and dynamically definable, distributed services for navigating 
and reasoning on the Semantic Web [7]. However, both these solutions fell short of 
realizing the pragmatic challenges introduced earlier.  

As Magpie, other applications fall short of addressing the knowledge processing 
chain in its entirety. For instance, Haystack [18] performs well on reuse and sharing 
but less well on acquisition and maintenance. Protégé [10] focuses on representing 
knowledge and ontology design, with basic versioning and mapping support. GATE 
[4] and its application in KIM [17] support discovery and annotation, but there is lim-
ited use, reuse and maintenance of the discovered knowledge. Web browsers (in gen-
eral) and ontology browsers/visualizers (in particular) are focusing on knowledge 
presentation but not discovery, creation and maintenance. 
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We believe that in order to make the Semantic Web [7] more practical users need a 
toolkit that efficiently connects semantic and standard (i.e. non-semantic) browsing 
and navigating techniques, e.g. using the automated semantic annotation of web 
pages. However, the experience with Magpie shows that the merger of semantic and 
non-semantic is often brittle [20]. Magpie recognizes terms in a web page in real time 
with high precision whilst the page is within the user-selected ontological domain. 
When a Magpie with its lexicon is used outside the intended, well-defined domain, 
the performance of its automated annotation techniques rapidly falls.  

One way to tackle brittleness is by extending the annotation techniques that rely on 
well-defined ontologies with a more open-ended form of knowledge discovery. This 
would allow more robust browsers for the Semantic Web, where robustness can be 
seen as a capability to recognize potentially relevant, not only well-defined knowl-
edge. When we compare the brittle Magpie lexicons with those augmented by an in-
formation extraction (IE) tool (see also [20]), the users’ performance in an exploratory 
task indeed improved when using the augmented lexicons where the domain bounda-
ries were less brittle. However, this achievement came at the price of not being able to 
generate lexicons needed for the ontology-driven annotation in real time – knowledge 
discovery and validation simply take time. 

Hence, the idea of robust browsing is clashing with real-time responsiveness. 
Nonetheless, if we reduce the problem into designing an ‘interoperable shell’ for 
building Semantic Web applications, the individual modular capabilities (e.g. ontol-
ogy population using IE) can be fine-tuned without re-designing the entire applica-
tion. Magpie makes a step towards such a shell: it provides generic mechanisms for 
integrating the ontologies, knowledge bases (KB) and web resources with the hyper-
links, (semantic) web services and tools interacting with them. Rather than producing 
applications for merely browsing the ontological structures of the Semantic Web, we 
propose to view the applications as integrated, online solutions for processing knowl-
edge (on the Semantic Web). This vision is novel, because it is an intersection of three 
research areas: Semantic Web, web services and knowledge management.  

In our study we aimed to test the integration using Magpie as a shell based on two 
premises. First, we preferred turning existing, standalone IE tools into services that 
can be accessed through Magpie, rather than re-engineering Magpie’s internal meth-
ods. Second, these independent services were loosely connected in a virtual frame-
work from which a robust solution for some Semantic Web challenges may emerge. 
Our integration considers the needs of the end users (with their interest in browsing, 
retrieving and annotating), and of the knowledge engineers (who need to create and 
maintain KBs).  

3   Motivation for an Integrated Application 

As mentioned earlier, the adoption of Semantic Web depends on satisfying different 
needs of the different users. Focusing solely on end users is rewarding in the short 
term, but in addition to the instant, shallow and short-lived rewards, semantic applica-
tions should offer sustainable, “delayed gratification” [19]. 

As a scenario illustrating the potential value of such delayed reward, take a prepa-
ration of a review report. One starts with a few explicit keywords and domain  
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anchors. A large part of the review is about retrieving additional knowledge about the 
existing facts. In terms of a Magpie-based semantic application, semantic services 
supporting this task may include e.g. “Find papers on theme Y”. In addition to recall-
ing and reusing the existing references, the review writing has a hidden but important 
exploratory component whereby we create new knowledge correlated with the exist-
ing facts. We want to create knowledge of e.g. “What has argument A in common 
with position P” or learn that “Topic T might be explained in terms of the discovered 
topic NT”. The state-of-the-art tools support either knowledge retrieval and reuse, or 
knowledge creation, but not both.  

3.1   End User’s Perspective: Towards More Robust Knowledge Navigation 

Fig. 1a shows a web page extract annotated by Magpie with a user-selected lexicon 
manually populated with several research activities. As can be expected, concepts like 
“Magpie” or “BuddySpace” are highlighted because they were explicitly defined in a 
KB. However, a few potentially relevant concepts are ignored (e.g. “agents” or “hu-
man language technology”). These are related to the existing terms and to the domain 
but are not in the KB. This incomplete lexicon contributes to the brittleness (i.e. rapid 
degradation of performance) of the ontology-based text annotation. 

a c

b

 

Fig. 1. Extract from a web page annotated with a brittle KB and lexicon (a), a list of KB exten-
sions proposed by PANKOW and visualized in Magpie collector (b), and the same page anno-
tated by an extended KB/lexicon as learned by PANKOW and validated by Armadillo (c) 

To overcome brittleness, Fig. 1b shows a collection of additional concepts discov-
ered by an offline IE tool and collected by Magpie’s dedicated interfaces. These terms 
relate to the ‘discourse’ of the user-selected lexicon, yet do not currently exist in the 
KB, from which annotation lexicons are generated. New terms are considered as in-
stances, and our specific IE tool (which discovers these facts) also proposes a finer-
grained classification of the discovered terms into existing classes such as “Activity” 
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or “Technology”. Fig. 1c shows some of the new terms turned into instances (e.g. 
“browsing the web” or “workflow and agents”) and made available to Magpie plug-in 
for an annotation. Importantly, items such as “workflow and agents” are not only 
highlighted as “Research activities”, but the user can also invoke associated services 
to obtain additional knowledge about these discoveries; e.g. the semantic menu 
marked as  in Fig. 1c shows the user clicking on option “Find similar areas”, which 
in turn invokes a semantic service that uses correlation analysis to identify other re-
search topics that co-occur with the discovered “workflow and agents” term. 

3.2   Engineer’s Perspective: Towards Automated Knowledge Maintenance 

The challenge of managing the scenario in section 3.1 is to avoid manual commitment 
of the discoveries to the ontology. Having an ontology/lexicon that evolves and exhib-
its learning and adaptive capabilities would be obviously beneficial to the user, but 
also to the knowledge engineer. From engineer’s perspective, the downside is the 
manual filtering, validation and inclusion of the discoveries from IE. In our experi-
ments using C-PANKOW [2] as an arbitrary IE tool, the existing lexicon of 1,800 in-
stances was extended by additional 273 organizations, 80 events, 176 technologies, 
etc. The engineer had to manually adjust classification for 21-35% of new items, 
which is still effort consuming.  

This level of precision is to a great extent attributable to the algorithms used by the 
IE tool we used. While different IE tools may reduce the human intervention (e.g., 
IBM’s UIMA architecture and its IE engines [9] have a built-in functionality for rela-
tions and entity co-reference identification in addition to mere entity recognition), ma-
jority of research is dedicated to single-purpose, narrowly focused techniques. In 
other words, one needs to cope with the capabilities of the existing tools. In our study, 
we ‘coped’ by linking C-PANKOW to another (validating) IE technique, and this 
loose, dynamic link reduced the manual adjustment (e.g. for events) to 8%. Simply by 
making two different IE techniques interoperable and accessible from a semantic 
browser we achieved benefits in terms of evolving knowledge and assuring its quality. 

This dynamic ontology population with an acceptable quality opens up further op-
portunities for knowledge engineers. For instance, ontologies can be populated so that 
they reflect personalized constraints on a generic KB. While the personalization was 
not the focus of this case study, it is an important side-effect of our strategic aim to 
develop a platform that is capable of addressing (at least in principle) a larger part of 
the knowledge processing cycle. Personalization, in turn, may lead to creating tools 
that are aware of such notions as trust or provenance [14], which offer an opportunity 
for e.g. social recommenders [12] and beyond. 

4   Two Approaches to IE Tools Interoperability 

Architecturally, there are many ways to realize the interoperability. Two approaches 
described below integrate different techniques, originally developed as standalone ap-
plications. Both use an existing, open semantic service based framework from Magpie 
[7]. From knowledge management perspective the two integration approaches can be 
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seen as combinations of different knowledge processing stages; they comprise knowl-
edge acquisition, extension, validation, presentation and reuse.  

As shown in Fig. 2, one knowledge processing cycle (starting by action 1 and end-
ing with 8a) is shorter, shallower and rather trivial. It acts as a channel for delivering 
newly acquired and potentially relevant facts directly to the user: it integrates the facts 
through aggregation and is discuss it in section 4.1. The other cycle (from 1 to 15, but 
replacing action 8a with 8b) is more complex. Unlike the former method, it relies on 
the interoperability of two (or more independent tools), which enables it to partially 
address the validity not only relevance of knowledge. This strategy facilitates integra-
tion through choreographing and is discussed in section 4.2. 

4.1   Application Integration Through Aggregating Discovered Facts 

Information aggregation is “a service that gathers relevant information from multiple 
sources” and “adds value by analyzing the aggregated information for specific objec-
tives” [21]. Key capabilities of an aggregating service are: (i) to use multiple informa-
tion sources, and (ii) to act as a central hub in the information exchange. Multiple 
providers of partial knowledge or information are typically unaware of each other and 
rely on the central hub – the aggregator – to mediate between them. Aggregating facts 
in one central service before distributing them to the users is akin to news feeds: every 
subscriber receives all news published in a given category. This lack of differentiation 
among the discovered (or published) facts is one of the limitations of this approach. 

 

Fig. 2. Magpie – PANKOW – Armadillo interactions: aggregation (1-8a) and choreography  
(1-8b-15) 

In our study we observed that knowledge maintenance was an asynchronous activ-
ity. For instance, C-PANKOW deployed techniques that drew on different complexity 
of search queries, and inevitably, the results from these sub-processes came at differ-
ent times. The aggregator became a bottleneck – the user was not notified until all 
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facts were combined. This removed the repetition and allowed thresholding the dis-
coveries based on a degree of confidence. Although, a tension arose between main-
taining the real-time responsiveness of the semantic application [6] and the quality of 
discovered knowledge.  

The human-computer interaction that emerges from aggregating the discovered in-
stances and their subsequent presentation was purely user-driven. As shown in Fig. 2, 
this part of the integrative framework presented all (even trivial) discoveries to the 
user. In practice, knowledge delivery relied on generic visual user interfaces of the 
Magpie plug-in, which was not ideal if many new discoveries were made and reached 
the user all at the same moment.  

The aggregation approach was realized by deploying the IE tool as a service, which 
was plugged into Magpie using its trigger services facility [6]. The IE service was 
triggered each time the user visited a new web page by an asynchronous XML-based 
invocation call. Upon completing information discovery, the user was alerted via a 
trigger service interface, where s/he saw a list with the discovered terms. These trig-
ger interfaces allowed Magpie’s standard semantic menus, if any were available. 
However, apart from classifying a new instance, no other properties were acquired. 

The IE engine that has been published as a trigger service for Magpie and tested in 
the role of an aggregator was C-PANKOW [2]. The aggregation of IE discoveries in 
Magpie’s collectors improved the original Magpie’s capabilities; however, it was lim-
ited due to mistakes in classifying discoveries and due to transient nature of the IE 
service responses. Particularly the latter factor showed to be a major shortcoming of 
aggregation. This design constraint allowed alerting the user as close to the real time 
as possible, but at a price that the discoveries were not fully committed to the ontol-
ogy in question. In fact, they were discarded at the end of each browsing session when 
Magpie was re-set. Knowledge that was not stored in lexicons/ontology before IE was 
lost for any future reuse. In practice, the value of discoveries is rarely obvious in iso-
lation; the value comes from relating discovered chunks one to another. 

4.2   Application Integration Through Choreographing IE Services 

The second approach to integrating semantic tools assumes a reflection on results ac-
quired by one tool/technique in another one. Instead of instant knowledge presenta-
tion typical for aggregation, the emphasis shifts to knowledge validation. To validate 
knowledge we need to go beyond mere discovery of additional facts in a corpus and 
their shallow classification [4]. In order to create new knowledge we need two con-
secutive steps: (i) an instantiation of the discovered concepts to appropriate classes, 
and (ii) shallow facts to be supported by relational knowledge. 

Instead an instant user notification, the IE tool for validation is catching the output 
of the initial fact discovery step. Thus, additional services extending Magpie capabili-
ties are not aggregated directly into the plug-in. Standalone services are instead con-
nected in the background into a choreographed sequence. A choreographed process is 
defined by “the roles each party may play in the interaction; it tracks the sequence of 
messages that may involve multiple parties and multiple sources” [16]. Where aggre-
gation assumes the information exchange between services is controlled by one party, 
choreography only tracks the message sequence, but no party owns the results of the 
conversation or information exchange [16]. 
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Knowledge persistence of the outcomes from aggregated services is not a neces-
sity, but in service choreographing it showed to be critical. Component services of a 
choreographed process had to be aware of the state the candidate chunk of knowledge 
is currently in – e.g. a discovered fact, classified individual, valid and extended 
knowledge are different states. Simple knowledge retrieval and aggregation services, 
such as described in [6] or in section 3.1 (see e.g. Fig. 1b), are state-less. The interac-
tion is controlled by the aggregator. In case of scenario in Fig. 1b, the aggregator is 
equivalent to the specialized end user interface. By removing the aggregator as the 
owner of the conversation, we lose past discoveries and their classifications. Hence, 
the co-ordination among choreographed services needs to share knowledge states. 

In our tests, C-PANKOW (again) was used as the first-pass IE service for discover-
ing facts in a web page, but this time it delegated the results of the initial discovery to 
the Armadillo [3] service, that was put in a knowledge maintenance role. Armadillo 
was published into Magpie’s open services framework as a special type of service that 
could be triggered by other services asserting particular patterns of the factual knowl-
edge into a shared KB (so-called semantic log [6]) – rather than by the user’s interac-
tion with a web page as described e.g. in section 4.1. The semantic log maintained a 
persistent record of discovered facts and assertions about them (e.g. classification) in 
a local RDF store. The candidate facts from the store were checked against additional 
sources on the Web using the principle of information redundancy [3]:  

o By proving the existence of certain ‘expected’ relationships we were able to 
create new knowledge about the discovered facts. 

o The existence of the relationships using and extending the proposed class mem-
bership of an instance could be seen as a form of IE validation. 

A discovery was validated when a new relational knowledge could be obtained us-
ing the ontological commitments made at an earlier stage. Once a fact is validated, it 
changes its state from a discovery to knowledge. It can be committed to the public re-
pository containing the KB the original Magpie lexicon for annotating web pages was 
generated from. Magpie’s lexicons are explicit serializations of KBs, and obviously, a 
different lexicon will be created from a changed KB. Magpie’s support for loading a 
lexicon from a remote URI is beneficial for maintaining knowledge. When Armadillo 
validates PANKOW proposals and persistently publishes them in the RDF data store, 
the changes are propagated to the user next time a lexicon is requested from the KB.  

5   Discussion 

It might not be surprising to conclude from our tests that integration based on a loose 
choreography of independent services into a larger-scale and robust semantic applica-
tion is the way for meeting pragmatic challenges for the Semantic Web. Indeed the 
nature of the Web and also the Semantic Web using such features as URI-addressable 
chunks of knowledge is fundamentally loose. However, more interesting outcome of 
our tests is that even fairly specialized applications (e.g. for information extraction or 
data classification) can be used in the context of Semantic Web applications. More-
over, these existing tools and techniques that are often web-based can be easily turned 
into services forming a part of a larger application. 
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What our extension of the Magpie framework with classic third-party IR tech-
niques shows, is that the Semantic Web can be seamlessly bootstrapped from the ex-
isting (non-semantic) web applications. In fact, this form of linking together 
techniques specializing in different types of resources draws on the pluralistic notion 
of the Semantic Web being an open knowledge space with a variety of resources, 
which always mutually interact. If we want to highlight the primary benefit of chore-
ography over aggregation, it is the aspect of ownership, scalability and an opportunity 
to bring in social trust. Because there is no need to design a new service overseeing 
the interaction of the component tools, this simplifies the application development. 
The notion of ‘overseeing’ is actually redundant to some extent – thanks to the func-
tionality of asynchronous user-system interaction that underlies the Magpie frame-
work. Significant time can thus be saved by the developers, who would otherwise 
need to re-design all tools involved in a typical, user-facing application with some 
semantic features (i.e. one needs equivalent functions of Magpie plug-in, C-
PANKOW, Armadillo, etc.) 

What the user receives in our integrated effort are candidate instances that pass 
several validating tests together with some of their properties and relations to other in-
stances. These instances could be stored in a usual Semantic Web way; e.g. in a triple 
store. However, for the end user, these discovered instances and new knowledge is se-
rialized into Magpie lexicons with a clear advantage that the user can interact with 
this new knowledge in a simple manner, without necessarily learning how to query 
semantic data stores and syntax of the data stored within. 

In respect to knowledge validity, our choreographed integration improves on the 
individual component tools – mainly observable on the level of knowledge mainte-
nance. While there are many techniques and strategies for knowledge discovery, rep-
resentation and reuse, the maintenance of knowledge is in its infancy. We are not 
aware of any major research into robust and scalable knowledge maintenance. As 
has been mentioned earlier, one may try to add more functionalities to some of the ex-
isting tools, but this feature creep is not always beneficial. It often leads to bigger, 
more tightly coupled tools that make re-use more difficult. 

Another important aspect is the capability of replicating creation of knowledge 
from both, direct experiences and social interactions. In our experiments, the direct 
experience is attributed to C-PANKOW drawing on the constructed hypotheses. The 
social creation came in a shape of Armadillo looking into trusted and established in-
formation sources for obtaining additional evidence for creating new knowledge. To 
generalize, this might be an approach to delivering a version of the semantic web, 
which is both a formally and a socially constructed space, and which contrasts with 
the current version, which mostly emphasizes formal, experience-based constructions. 

Magpie framework is considerably simpler than many other products that to some 
extent act as semantic middleware. While no middleware is capable of solving such 
issues as real-time information extraction and maintenance on its own, the middle-
ware (or what we referred to as a shell) may enable the application developers to build 
and/or replace modules more rapidly. The most recent example of the value brought 
by a lightweight interoperable framework can be seen in a semantic application de-
signed by domain experts of an international advisory organization. 

Knowledge acquisition was already in place in a form of various web services, web 
accessible dictionaries and vocabularies. Using the Magpie framework, the domain 
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experts (not the engineers or programmers!) created their first prototype of a semantic 
application by linking the appropriate existing services into Magpie accessible mod-
ules. Obviously, there is still a long way to go towards bringing the Magpie frame-
work to the level of a fully reusable platform and middleware. Nevertheless, the 
current exploits of this technology help to show the potential benefits of semantic web 
technologies to the users who have not used them so-far. 

One feature that emerged from this latest application of the Magpie framework is 
particularly suitable to conclude this paper: By linking the user with knowledge ac-
quisition and maintenance, the application is actually embedding the Semantic Web 
features and technologies into the processes and activities the user normally carry out. 
Semantic relationships between the two or more concepts are not only visualized but, 
more practically, applied, used and exemplified in a concrete context of existing web 
resources. This embedding strategy makes it possible to achieve concrete benefit or a 
reward in a practical setting rather than artificially imposing an abstract structure of 
RDF graphs onto the user for whom this method of information processing is alien. 
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Abstract. Automatic authorship identification offers a valuable tool for 
supporting crime investigation and security. It can be seen as a multi-class, 
single-label text categorization task. Character n-grams are a very successful 
approach to represent text for stylistic purposes since they are able to capture 
nuances in lexical, syntactical, and structural level. So far, character n-grams of 
fixed length have been used for authorship identification. In this paper, we 
propose a variable-length n-gram approach inspired by previous work for 
selecting variable-length word sequences. Using a subset of the new Reuters 
corpus, consisting of texts on the same topic by 50 different authors, we show 
that the proposed approach is at least as effective as information gain for 
selecting the most significant n-grams although the feature sets produced by the 
two methods have few common members. Moreover, we explore the 
significance of digits for distinguishing between authors showing that an 
increase in performance can be achieved using simple text pre-processing. 

1   Introduction 

Since early work on 19th century, authorship analysis has been viewed as a tool for 
answering literary questions on works of disputed or unknown authorship. The first 
computer-assisted approach aimed at solving the famous Federalist Papers case [1] (a 
collection of essays, a subset of which claimed by both Alexander Hamilton and 
James Madison). However, in certain cases, the results of authorship attribution 
studies on literary works were considered controversial [2]. In recent years, 
researchers have paid increasing attention to authorship analysis in the framework of 
practical applications, such as verifying the authorship of emails and electronic 
messages [3,4], plagiarism detection [5], and forensic cases [6]. 

Authorship identification is the task of predicting the most likely author of a text 
given a predefined set of candidate authors and a number of text samples per author of 
undisputed authorship [7, 8]. From a machine learning point of view, this task can be 
seen as a single-label multi-class text categorization problem [9] where the candidate 
authors play the role of the classes.  

One major subtask of the authorship identification problem is the extraction of the 
most appropriate features for representing the style of an author, the so-called 
stylometry. Several measures have been proposed, including attempts to quantify 
vocabulary richness, function word frequencies and part-of-speech frequencies. A 
good review of stylometric techniques is given by Holmes [10]. The vast majority of 
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proposed approaches are based on the fact that a text is a sequence of words. A 
promising alternative text representation technique for stylistic purposes makes use of 
character n-grams (contiguous characters of fixed length) [11, 12]. Character n-grams 
are able to capture complicated stylistic information on the lexical, syntactic, or 
structural level. For example, the most frequent character 3-grams of an English 
corpus indicate lexical (|the|1, |_to|, |tha|), word-class (|ing|,  |ed_|), or punctuation 
usage (|._T|, |_“T|) information. Character n-grams have been proved to be quite 
effective for author identification problems. Keselj et al. [12] tested this approach in 
various test collections of English, Greek, and Chinese text, improving previously 
reported results. Moreover, a variation of their method achieved the best results in the 
ad-hoc authorship attribution contest [13], a competition based on a collection of 13 
text corpora in various languages (English, French, Latin, Dutch, and Serbian-
Slavonic). The performance of the character n-gram approach was remarkable 
especially in cases with multiple candidate authors (>5). 

Tokenization is not needed when extracting character n-grams, thus making the 
approach language independent. On the other hand, they considerably increase the 
dimensionality of the problem in comparison to word-based approaches. Due to this 
fact, n-grams of fixed length have been used so far (e.g. 3-grams). The selection of an 
optimal n depends on the language. Dimensionality reduction is of crucial importance, 
especially in case we aim to extract variable-length n-grams. That is, the combination 
of all 2-grams, 3-grams, 4-grams, etc. is much higher than the word-forms found in a 
text. Therefore when variable length n-grams are used, an aggressive feature selection 
method has to be employed to reduce the dimensionality of the feature space. To this 
end, traditional feature selection methods, such as information gain, chi square, 
mutual information etc. could be used. In general, these methods consider each 
feature independent of the others and attempt to measure their individual significance 
for class discrimination.  

In this paper, we propose a feature selection method for variable-length n-grams 
based on a different view. The original idea is based on previous work for extracting 
multiword terms (word n-grams of variable length) from texts in the framework of 
information retrieval applications [14, 15]. According to the proposed approach, each 
feature is compared with other similar features of the feature set and the most 
important of them is kept. The factor that affects feature importance is its frequency 
of occurrence in the texts rather than its ability to distinguish between classes. 
Therefore, following the proposed method, we produce a feature subset which is quite 
different with the one produced by a traditional feature selection method. Experiments 
on a subset of the new Reuters corpus show that our approach is at least as effective 
as information gain for distinguishing among 50 authors when a large initial feature 
set is used while it is superior for small feature sets. Moreover, we examine a simple 
pre-processing procedure for removing redundancy in digits found in texts. It is 
shown that this procedure improves the performance of the proposed approach. 

The rest of this paper is organized as follows. Section 2 presents our approach for 
n-gram feature selection. Section 3 presents the corpus used in the experiments and a 
baseline method. Section 4 includes the performed experiments while in section 5 the 
conclusions drawn by this study are summarized and future work directions are given. 

                                                           
1 We use ‘|’ and ‘_’ to denote n-gram boundaries and a single space character, respectively.  
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2   N-Gram Feature Selection 

The proposed method for variable-length n-gram feature selection is based on an 
existing approach for extracting multiword terms (i.e., word n-grams of variable 
length) from texts. The original approach aimed at information retrieval applications 
(Silva [15]). In this study, we slightly modified this approach in order to apply it to 
character n-grams for authorship identification. The main idea is to compare each n-
gram with similar n-grams (either longer or shorter) and keep the dominant n-grams. 
Therefore, we need a function able to express the “glue” that sticks the characters 
together within an n-gram. For example, the “glue” of the n-gram |the_| will be higher 
than the “glue” of the n-gram |thea|. 

2.1   Selecting the Dominant N-Grams 

To extract the dominant character n-grams in a corpus we modified the algorithm 
LocalMaxs introduced in [15]. It is an algorithm that computes local maxima 
comparing each n-gram with similar n-grams. Given that: 

• g(C) is the glue of n-gram C, that is the power holding its characters together. 
• ant(C) is an antecedent of an n-gram C, that is a shorter string having size n-1. 
• succ(C) is a successsor of C, that is, a longer string of size n+1, i.e., having one 

extra character either on the left or right side of C. 

Then, the dominant n-grams are selected according to the following rules: 

( )
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In the framework of authorship identification task, we only consider 3-grams, 4-
grams, and 5-grams as candidate n-grams, since previous studies have shown they 
provide the best results [12]. As an alternative, we also consider words longer than 5 
characters as candidate n-grams. Note that 3-grams are only compared with successor 
n-grams. Moreover, in case no words are used, 5-grams are only compared with 
antecedent n-grams. So, it is expected that the proposed algorithm will favor 3-grams 
and 5-grams against 4-grams. 

2.2   Representing the Glue 

To measure the glue holding the characters of a n-gram together various measures 
have been proposed, including specific mutual information [16], the 2 measure [17], 
etc. In this study, we adopt the Symmetrical Conditional Probability (SCP) proposed 
in [14]. The SCP of a bigram |xy| is the product of the conditional probabilities of 
each given the other:  
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Given a character n-gram |c1…cn|, a dispersion point defines two subparts of the n-
gram. A n-gram of length n contains n-1 possible dispersion points (e.g., if * denote a 
dispersion point, then the 3-gram |the| has two dispersion points: |t*he| and |th*e|). 
Then, the SCP of the n-gram |c1…cn| given the dispersion point |c1…cn-1*cn| is: 
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The SCP measure can be easily extended so that to account for any possible 
dispersion point (since this measure is based on fair dispersion point normalization, 
will be called fairSCP). Hence the fairSCP of the n-gram |c1…cn| is as follows: 

( ) ( )
( ) ( )

= −=

=
+⋅

−

1

1
11

2
1

1

......
1

1 ni

i
nii

n

ccpccp
n

ccp
ccfairSCP

n

 
(4) 

3   Experimental Settings 

3.1   Corpus 

In 2000, a large corpus for the English language, the Reuters Corpus Volume 1 
(RCV1) including over 800,000 newswire stories, become available for research 
purposes. A natural application of this corpus is to be used as test bed for topic-based 
text categorization tasks [18] since each document has been manually classified into a 
series of topic codes (together with industry codes and region codes). There are four 
main topic classes: CCAT (corporate/industrial), ECAT (economics), GCAT 
(government/social), and MCAT (markets). Each of these main topics has many 
subtopics and a document may belong to a subset of these subtopics. Although, not 
particularly designed for evaluating author identification approaches, the RCV1 
corpus contains ‘by-lines’ in many documents indicating authorship. In particular, 
there are 109,433 texts with indicated authorship and 2,361 different authors in total. 

RCV1 texts are short (approximately 2KBytes – 8KBytes), so they resemble a real-
world author identification task where only short text samples per author may be 
available. Moreover, all the texts belong to the same text genre (newswire stories), so 
the genre factor is reduced in distinguishing among the texts. On the other hand, there 
are many duplicates (exactly the same or plagiarized texts). The application of R-
measure to the RCV1 text samples has revealed a list of 27,754 duplicates [19].  

The RCV1 corpus has already been used in author identification experiments. In 
[19] the top 50 authors (with respect to total size of articles) were selected. Moreover, 
in the framework of the AuthorID project, the top 114 authors of RCV1 with at least 
200 available text samples were selected [20]. In contrast to these approaches, in this 
study, the criterion for selecting the authors was the topic of the available text 
samples. Hence, after removing all duplicate texts found using the R-measure, the top 
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50 authors of texts labeled with at least one subtopic of the class CCAT 
(corporate/industrial) were selected. That way, it is attempted to minimize the topic 
factor in distinguishing among the texts. Therefore, since steps to reduce the impact of 
genre have been taken, it is to be hoped that authorship differences will be a more 
significant factor in differentiating the texts. Consequently, it is more difficult to 
distinguish among authors when all the text samples deal with similar topics rather 
than when some authors deal mainly with economics, others with foreign affairs etc. 
The training corpus consists of 2,500 texts (50 per author) and the test corpus includes 
other 2,500 texts (50 per author) non-overlapping with the training texts. 

3.2   Information Gain as Baseline 

Most traditional feature selection methods are information-theoretic functions 
attempting to measure the significance of each feature in distinguishing between the 
classes. In [21] the main feature selection methods are extensively tested in the 
framework of (topic-based) text categorization experiments. Among document 
frequency thresholding, information gain, mutual information, chi square, and term 
strength, the most effective methods were proved to be information gain and mutual 
information. 

Information gain represents the entropy reduction given a certain feature, that is, 
the number of bits of information gained about the category by knowing the presence 
or absence of a term in a document:  

( ) ( ) ( )
( ) ( ){ }{ }∈ ∈
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Since information gain considers each feature independent of the others, it is not 
able to detect multiple redundant features that have the same ability to distinguish 
between classes. On the other hand, it offers a ranking of the features according to  
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Fig. 1. Authorship identification results using information gain for feature selection 
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their information gain score, so a certain number of features can be easily selected. In 
this study, information gain was used as the baseline feature selection method. Any 
proposed method should have performance at least equal with the performance of 
information gain. 

3.3   Author Identification Experiments 

In each performed experiment, the following procedure was followed: 

• An initial large feature set consisting of n-grams of variable length is extracted 
from the training corpus. This feature set includes the L most frequent n-grams for 
certain values of n. That is, for L=5,000, the 5,000 most frequent 3-grams, the 
5,000 most frequent 4-grams, and the 5,000 most frequent 5-grams compose the 
initial feature set. In some cases, the most frequent long words (length>5) are also 
added to the initial feature set. 

• A feature selection method is applied to this large feature set. 
• A Support Vector Machine (SVM) is trained using the reduced feature set. In all 

experiments, linear kernels are used with C=1. 
• The SVM model is applied to the test set and the microaverage accuracy is 

calculated. 

4   Results 

The first experiment was based on information gain measure to select the most 
significant features. Given an initial feature set of 15,000 features (including the 5,000 
most frequent 3-grams, the 5,000 most frequent 4-grams, and the 5,000 most frequent 
5-grams) information gain was used to extract the best 2,000 to 10,000 features with a 
step of 1,000. For comparative purposes, we also used information gain to select 
fixed-length n-grams. Hence, using as initial feature set the 15,000 most frequent 3-
grams, information gain was used to select the best 2,000 to 10,000 features with a 
step of 1,000. The same approach was followed for 4-grams and 5-grams. The results 
are shown in Figure 1. As can be seen, the variable-length n-grams outperform fixed-
length n-grams for relatively low dimensionality (when less than 5,000 features are 
selected). However, when the dimensionality arises, the variable-length n-grams 
selected by information gain fail to compete with fixed-length n-grams (especially, 3-
grams and 4-grams). Moreover, in all cases the performance of the model is not 
significantly improved beyond a certain amount of selected features. 

In the second experiment, we applied the proposed method to the same problem. 
Recall that our method is not able to select a predefined number of features since it 
does not provide feature ranking. However, the number of selected features depends 
on the size of the initial feature set. So, different initial feature sets were used, 
including 6,000 to 24,000 variable-length n-grams, equally distributed among 3-
grams, 4-grams, and 5-grams. Moreover, we also performed experiments using words 
longer than 5 characters as candidate n-grams. The results of these experiments are 
depicted in Figure 2. Note that the results of this figure are not directly comparable 
with the results of figure 1 since different initial feature sets were used. When using 
exactly the same initial feature set with information gain, the accuracy based on our 
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method reaches 73.08%. It can be seen that the proposed method can produce much 
more accurate classifiers in comparison with information gain when using a low 
number of features. In addition, these reduced feature sets were selected from a more 
restricted initial feature set. For example, when the initial feature set comprises 6,000 
variable-length n-grams, our method selects 2,314 features producing an accuracy of 
72%. Recall that a feature set of 4,000 variable length n-grams (selected out of 15,000 
n-grams) produced by information gain reaches accuracy of 72%. On the other hand, 
the addition of long words to the feature set does not seem to significantly contribute 
to the classification accuracy. 
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Fig. 2. Results of the proposed method using only variable-length n-grams and variable-length 
n-grams plus words longer than 5 characters 

Table 1. Comparison of the feature sets produced by information gain (IG) and the proposed 
method (PM) in terms of common members (CM) for three cases 

 IG PM CM IG PM CM IG PM CM 
3-grams 647 1337 127 647 2,938 317 851 5,510 530 
4-grams 909 423 161 2,228 705 462 2,327 1,012 510 
5-grams 758 554 131 1,816 1,048 315 5,000 1,656 1,257 
Total 2,314 2,314 419 4,691 4,691 1094 8,178 8,178 2,297 
Accuracy 69.4% 72.00%  72.16% 72.48%  72.56% 74.04%  

A closer look at the feature sets produced by information gain and the proposed 
method will reveal their properties. To this end, table 1 presents the distribution in 3-
grams, 4-grams, and 5-grams of the best features produced by information gain and 
the proposed method, respectively, as well as the amount of common members of the 
two sets. Three cases are shown corresponding to 2,314, 4,691, and 8,178 best 
features selected by the two methods. As can be seen, information gain favors 4-
grams and especially 5-grams for large feature sets while for small feature sets the 
selected features are (roughly) equally distributed. On the other hand, the proposed 
method mainly favors 3-grams in all cases, followed by 5-grams. Interestingly, the 
common members of the two datasets are only a few. For example, in case of 2,314 
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best features, the proposed method selected 1,337 3-grams and the information gain 
selected 647 3-grams. However, the intersection of the two sets consists of 127 3-
grams only. This indicates that the examined methods focus on different kinds of 
information when selecting the features. Indeed, information gain will select all the n-
grams |and|, |and_|, |_and|, |_and_| given that the use of word ‘and’ is important for 
distinguishing between the authors. Thus, the reduced feature set will contain 
redundant features. On the other hand, the proposed method will select at least one of 
these n-grams. Hence, when equal number of features is selected by the two methods, 
the feature set of the proposed method will be richer in different n-grams 
corresponding to different kind of stylistic information. 
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Fig. 3. Performance results using raw text and pre-processed text where all digit characters 
were replaced by the same symbol 

4.1   Text Pre-processing  

The experiments we have presented so far were conducted on raw text. No pre-
processing of the text was performed apart from removing XML tags irrelevant to the 
text itself. However, simple text pre-processing may have a considerable impact in the 
framework of text categorization tasks [22]. In this study, we emphasize on pre-
processing texts for removing redundancy of digit characters. 

The information represented by digits may correspond to dates, values, telephone 
numbers etc. The use of digits is mainly associated with text-genre (press reportage, 
press editorial, official documents, etc.) rather than authorship. Given a character n-
gram text representation, multiple digit-based n-grams will be extracted from a text. 
In many cases, the important stylistic information is the use of digits rather than the 
exact combinations of digits. Hence, if all digits are replaced with a special symbol 
(e.g., ‘@’), the redundancy in character n-grams would be much lower. For example, 
all |1999|, |2000|, |2001|, and |2002| 4-grams would be replaced by |@@@@|. 
Frequent use of this transformed 4-gram could be due to frequent reference to dates. 

We examine the effect of this simple pre-processing procedure on the authorship 
identification task. Figure 3 depicts the classification accuracy results using the 
proposed feature selection method on variable-length n-grams extracted from raw text 
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(as previously) and pre-processed text (with digit characters replaced by a symbol). 
The amount of features selected based on the pre-processed text is slightly smaller. 
More importantly, the performance of the model based on pre-processed text is better 
especially when using more than 2,000 features. This indicates that simple text 
transformations can yield considerable improvement in accuracy.  

5   Discussion 

We presented a new approach for feature selection aimed at authorship identification 
based on character n-gram text representation. The proposed method is able to select 
variable length n-grams based on a technique originally applied for extracting 
multiword expressions from text. The key difference with traditional feature selection 
methods is that the significance of a feature is measured in comparison with other 
similar features rather than its individual ability to discriminate between the classes. 
Therefore, the produced feature set is stylistically richer since it contains the dominant 
character n-grams and is less likely to be biased by some powerful n-grams that 
essentially represent the same stylistic information. 

Another difference with traditional feature selection approaches is that there is no 
ranking of the features according to their significance. Essentially, it is not possible to 
select a predefined number of features. Although this fact complicates the 
experimental comparison with other approaches, it is not of crucial importance for the 
practical application of the proposed method to real-world cases. 

We also presented experiments about the significance of digits in the framework of 
author identification tasks. The removal of redundancy in digit characters improves 
classification accuracy when a character n-gram text representation is used. 
Furthermore, the cost of this procedure is trivial. It remains to be tested whether 
alternative text transformations are useful as well.  

In this study, we restricted our method to certain n-gram types (3-grams, 4-grams, 
and 5-grams). To keep dimensionality on low level, we used words longer than 5 
characters as an alternative for longer n-grams. However, the results when using the 
additional words were not encouraging. It would be interesting for one to explore the 
full use of long n-grams as well as the distribution of selected n-grams into different 
n-gram lengths especially when texts from different natural languages are tested. 
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Abstract. Data mining, with its objective to efficiently discover valuable and 
inherent information from large databases, is particularly sensitive to misuse. 
Therefore an interesting new direction for data mining research is the 
development of techniques that incorporate privacy concerns and to develop 
accurate models without access to precise information in individual data 
records. The difficulty lies in the fact that the two metrics for evaluating privacy 
preserving data mining methods: privacy and accuracy are typically 
contradictory in nature. We address privacy preserving mining on distributed 
data in this paper and present an algorithm, based on the combination of 
probabilistic approach and cryptographic approach, to protect high privacy of 
individual information and at the same time acquire a high level of accuracy in 
the mining result. 

1   Introduction 

The issue of maintaining privacy in data mining has attracted considerable attention 
over the last few years. Previous work can be broadly classified into cryptographic 
approach and probabilistic approach. In the first approach, privacy preserving is 
achieved using cryptographic methods. [1] addressed secure mining of association 
rules over horizontally partitioned data. Their method incorporate cryptographic 
techniques and random values to minimize the information shared, thus the weakness 
of this method exists in the leakage of the encryption key and the random value. The 
basic idea in probabilistic approach is to modify data values such that reconstruction 
of the values for any individual transaction based on the distorted data is difficult and 
thus is safe to use for mining, while on the other hand, the distorted data and 
information on the distribution of the random data used to distort the data, can be used 
to generate valid rules and simulate an approximation to the original data distribution. 
Randomization is done using a statistical method of value distortion [6] that returns a 

value rxi +  instead of ix , where r  is a random value drawn from a specific 

distribution. A Bayesian procedure for correcting perturbed distributions is proposed 
and three algorithms for building accurate decision trees that rely on reconstructed 
distributions are presented in [7] and [8]. [4] studied the feasibility of building 
accurate classification models using training data in which the sensitive numeric 
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values in a user's record have been randomized so that the true values cannot be 
estimated with sufficient precision. More Recently, the data distortion method has 
been applied to Boolean association rules [9][10]. [10] investigate whether users can 
be encouraged to provide correct information by ensuring that the mining process 
cannot violate their privacy on some degree and put forward an algorithm named 
MASK(Mining Associations with Secrecy Konstraints) based on Bernoulli 
probability model. [9] presented a framework for mining association rules from 
transactions consisting of categorical items and proposed a class of randomization 
operators for maintaining data privacy.  

In this paper, we incorporate the cryptographic approach with the probabilistic 
approach, and address the problem of mining association rules in the context of 
distributed database environments, that is, all sites have the same schema, but each site 
has information on different entities. Thus a classical association mining rule such as 
Apriori should be extended to distributed environments to generate association rules. 
We assume such a scenario: a transaction database DB  is horizontally partitioned 
among n sites which are nSSS ,,, 21 , nDBDBDBDB 21=  and iDB  locates 

at site iS ( ni ≤≤1 ). The itemset X  has local support count of iX sup.  at site iS  if 

iX sup. of the transactions contains X . The global support count of X  is given as 

=
= n

i iXX
1 sup.sup. . An itemset X is globally supported if 

=
∗≥ n

i iDBSX
1minsup.

,

where minS is the user-defined minimum support. Global confidence of a rule YX

can be given as{ } sup.sup. / XYX . The set of frequent itemsets )(kL  consists of all k-

itemsets that are globally supported. The set of locally frequent itemsets )(kiLL

consists of all k-itemsets supported locally at site iS . )()()( kikki LLLGL = is the set 

of globally large k-itemsets locally supported at site
iS . The objective of distributed 

association rule mining is to find the itemsets )(kL  for all 1>k and the support counts 

for these itemsets and, based on this, generate association rules with the specified 
minimum support and minimum confidence. The goal of this paper is to accomplish 
the distributed mining process as accurately as possible without compromising the 
private information of local large itemsets for all the sites. 

2   A Probabilistic Approach Based on Markov Chain Model 

A discrete Markov chain model can be defined by the tuple λ,, PS , where 

S corresponds to the state space, P is a matrix representing transition probabilities 

from one state to another, and λ  is the initial probability distribution of the states in 

S . The fundamental property of Markov model is the dependency on the previous 
state. If the vector )(tS denotes the probability vector for all the states at time t ,

then 
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PtStS ∗−= )1(ˆ)(ˆ (1)

If there are n  states in our Markov chain, then the matrix of transition probabilities 

P  is of size nn× . Markov chains can be applied to privacy preserving data mining. 
In this formulation, a Markov state can correspond to a frequent k-itemset. 

Let { }mXXX ,,, 21=Μ  be a set of itemsets where an itemset 
iX  is a k-itemset. 

Let 
MP  be the itemset transition probability matrix of M subject to (1) 0≥klp , (2) 

1),1(
1

=≤≤∀
=

m

l klpmkk , where )1,1( mlmkpkl ≤≤≤≤ is the probability with 

which itemset kX  transits to itemset 
lX . In the distortion procedure, an itemset kX is

transited to an itemset lX randomly with probability klp . We generate the distorted 

data value from a transaction by randomizing each given itemset in the transaction. 
The detailed procedure is given in example 1. 

Example1. Suppose a transaction 1t in the original dataset is  

 A B C D E F G H I J K L M N 

1t 1 0 1 1 0 1 0 1 1 0 0 0 1 0 

Assume the candidate set of 2-itemsets is{ }MNJLKLJKHIFIDFCDBDADAB ,,,,,,,,,, .

The corresponding transition matrix 2P is a 1111×  matrix. It is easy to find that the 

candidate itemsets included in 1t  are { }HIFIDFCDAD ,,,, . The probability with 

which { }AB is transited to { }AB  is 11p ,{ }AB is transited to { }AD  is 12p ,{ }AB is 

transited to { }BD  is 13p , { }AB is transited to { }CD  is 14p ,…, and so on. Then 

based on the transition probabilities in 2P , let’s assume itemset{ }AD  is transited to 

itemset { }BD , { }CD to { }DF , { }DF to { }JK , { }FI to { }AB  and { }HI to { }JK . Thus 

the transaction 1t  is distorted to { }JKABJKDFBD ,,,, .

Denoting an original itemset as MX  and the distorted itemset as DX , the 
probability of correct reconstruction of itemset 

iX is given by  

=
=

= =
=∗===∗= m

j m

k k
M

kj

i
M

ij

m

j j
D

i
M

iji
XXPp

XXP
pXXXXPpXR

1

1

2

1 )(

)(
)|()(

where )( i
M XXP = is given by the support of iX in the original dataset. And the 

probability of correct reconstruction of the set of itemsets { }mXXX ,,, 21=Μ  is 
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Similar to[10], after computing the reconstruction probability of the set of itemsets, 
we can define user privacy as the following percentage: 
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100))(1()( ∗−= MRMP (2)

where )(MR  is the average reconstruction probability in a mining process.  That is, 

when the reconstruction probability is 0, the privacy is 100%, whereas it is 0 if 

1)( =MR .

As mentioned earlier, the mechanism adopted in this paper for achieving privacy is 
to distort the user data before it is subject to the mining process. Accordingly, we 
measure privacy with regard to the probability with which the user's distorted items 
can be reconstructed. 

We denote the original true set of k-itemsets by { }mXXX ,,, 21=Μ  and the 

distorted set of k-itemsets, obtained with a distortion probability matrix MP , as D .

Let ),,,( 21 m
M XXXS be the vector of expected support of itemsets on M  and 

),,,( 21 m
D XXXS be the vector of support of itemsets on D . MP  is the itemset 

transition probability matrix of M as defined above. We have the following theorem 
based on the property of Markov chain. 

Theorem 

Mm
M

m
D PXXXSXXXS *),,,(),,,( 2121 = (3)

And 1
2121 *),,,(),,,( −= Mm

D
m

M PXXXSXXXS (4)

Where 1−
MP  is the inverse matrix of MP .

Proof. Let )( i
M XC be the support count of itemset iX on the original dataset 

( mi ≤≤1 ). After the distortion procedure, approximately 111)( pXC M ∗ of 

original 1X will remain 1X on the distorted dataset, 212 )( pXC M ∗ of original 

2X will transit to 1X on the distorted dataset, 313)( pXC M ∗ of original 3X will 

transit to 1X , …, 1)( mm
M pXC ∗ of original mX will transit to 1X ,

given )( i
M XC is large enough. Thus the overall support count of 1X  on the 

distorted dataset is 
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Similarly, the overall support of kX ( mk ≤≤2 )on the distorted dataset is 
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Remember there are two constraints that must be satisfied when generating MP .

From these two constraints, it is easy to derive that the inverse matrix of MP  , 

denoted as 1−
MP  , exists. Therefore, we have  

1
21

1
2121 *),,,(),,,(),,,( −− =∗∗= Mm

D
MMm

M
m

M PXXXSPPXXXSXXXS

As[9][10] pointed out in their studies, in a probabilistic distortion approach, 
fundamentally we cannot expect the reconstructed support values to coincide exactly 
with the actual supports. This means that we may have errors in the estimated 
supports of frequent itemsets with the reported values being either larger or smaller 
than the actual supports. This kind of error is qualified as the metric of Support Error,
ρ , which reflects the average relative error in the reconstructed support values for 

those itemsets that are correctly identified to be frequent. Let r_sup be the 
reconstructed support and a_sup be the actual support, the support error is computed 
over all frequent itemsets as 

f

a
ar

f
f

ff −
∗

=
sup_

sup_sup_
100

ρ (5)

Errors in support estimation can also result in errors in the identification of the 
frequent itemsets. It is quite likely that for an itemset slightly above Smin that one of 
its subsets will have recovered support below Smin. The itemset will be discarded 
from the candidate set due to a key property of Apriori algorithm that if itemsets is a 
frequent itemset, that all of its subsets must have support larger than Smin. It will 
become especially an issue when the Smin setting is such that the support of a number 
of itemsets lies very close to this threshold value. This kind of error is measured by 
the metric of Identification Error, which reflects the percentage error in identifying 

frequent itemsets and has two components: +δ , indicating the percentage of false 

positives, and −δ  indicating the percentage of false negatives. Denoting the 
reconstructed set of frequent itemsets with R and the correct set of frequent itemsets 
with F, these two metrics are computed as:

100∗
−

=+

F

FR
δ 100∗

−
=−

F

RF
δ (6)

Where F indicates the number of frequent itemsets at k-itemset. 

Hence, to reduce such errors in frequent itemset identification, we discard only 
those itemsets whose recovered support is smaller than a Candidate Limit, given as 
Smin *(1- σ ), for candidate set generation in the algorithm we will give in Section 4. 
Here σ is a reduction coefficient. However, because the distortion procedure is 
executed in each iteration during the mining process, the error in identifying an 
itemset of small size will not have a similar ripple effect in terms of causing errors in 
identifying itemsets of longer size as presented in [10]. 



92 H.-z. Shen, J.-d. Zhao, and R. Yao 

3   A Cryptographic Approach Based on the Pinion-Rack 
Encryption and Decryption Model 

We put forward a database encryption model using the field of a record from a 
database as the basic encryption granularity and its implementation in our prior 
research on information security. The model is referred to as the pinion-rack 
encryption and decryption model (P-R Model) in terms of the pinion and rack 
transmission principle, as show in Fig.1.  

 

Fig. 1. Pinion and Rack Transmission Principle 

There are four elements used in the encryption/decryption processes in the P-R 
model. 

1. Encryption pinion, each tooth of the encryption pinion corresponds to an 
encryption algorithm and a key. 

2. Decryption pinion, each tooth of the decryption pinion corresponds to a decryption 
algorithm and a key. 

3. Plaintext rack, the database record(s) in plain text are referred to as plaintext rack, 
each tooth of the plaintext rack corresponds to a plain text field. 

4. Ciphertext rack, the database record(s) in cipher format are referred to as ciphertext 
rack, each tooth of the ciphertext rack corresponds to the result of encrypting a 
plain text field. 

During the encryption process, the encryption pinion starts from the beginning 
position of the plaintext rack and rotates clockwise to the end of the plaintext rack. A 
tooth in the plain text rack meshes with a tooth from the encryption pinion with the 
output of a tooth of the cipher rack, as show in Fig.2. 

With this encryption process, the encrypted data in each record enjoys the 
following advantages: (1) Different items are encrypted with different encryption 
algorithms and different keys. (2) The disclosure of an encryption algorithm can not 
help the inference of other encryption algorithms. (3) A key can not inferred from 
other keys.  

Similarly, in the decryption process, the decryption pinion starts from the 
beginning position of the ciphertext rack and rotates clockwise to the end of the 
ciphertext rack. A tooth in the cipher text rack meshes with a tooth from the 
decryption pinion with the output of a tooth of the plaintext rack, as show in Fig.3. 
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Fig. 2. Pinion-rack encryption process Fig. 3. Pinion-rack decryption process

In this paper, we will incorporate this encryption and decryption model with the 
distortion method to enhance the protection of privacy in data mining. The basic 
encryption granularity for our proposed algorithm, a tooth in the rack, is a k-itemset. 
Each local frequent itemset in the transactions is encrypted with the encryption pinion 
and each local frequent set of k-itemsets is also encrypted with the encryption pinion 
to enhance the privacy protection. 

4   Privacy Preserving Mining Algorithm of Global Association 
Rules on Distributed Data 

We will now use above cryptographic approach and probabilistic approach to 
construct a distributed association rule mining algorithm to preserve the privacy of 
individual sites. The goal of the algorithm is to find the global frequent itemsets and 
discover the global association rules satisfying the predefined thresholds while not, 
with some reasonable degree of certainty, disclosure the local frequent itemsets and 
the local support count of each individual site, thus protect its privacy.  

The distributed association rule mining algorithm, given the global minimum 
support Smin, the global minimum confidence and the reduction coefficientσ , works 
as follows. 

1. Let k=1, let the candidate set be all the single items included in the dataset. 
Repeat the following steps until no itemset left in the candidate set. 
{

(1) The common site broadcasts the transition probability matrix kP and the 

encryption pinion kE  for k-itemsets included in the candidate set. 

(2) Each site generates its local frequent k-itemsets )(kiLL using Apriori-like 

algorithm. Here the local minimum support is 
N

n
S i∗min , where in is the 

transactions on site iS and N is the number of overall transactions on all the sites. 

To each transaction located in its local dataset, it finds out the frequent itemsets 
included in this transaction and distorts them with the distortion approach given 
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above. Then the distorted data is encrypted with the encryption pinion kE  and 

sent to the common site. The detailed distortion procedure is given in example 1.

(3) The first site 1S gets some “fake” itemsets randomly choosing from the 

predefined set of fake itemsets, adds them to its local frequent set of k-itemsets, 
encrypts its local frequent set (not the real one at this time), and then sends it to 
the second site. The second site adds its encrypted local frequent set, the real one 
without fake itemsets, to the set it gets, deletes the duplicated itemsets, and sends 
the set to the third site. The third and other sites do the similar work till the set is 
sent back to the first site. The first site removes the random fake itemsets from 
the set and thus gets the global candidate set. And then the global candidate set is 
sent to the common site for data mining. 

(4) The common site reads the encrypted and distorted dataset from all the sites, 

decrypts the dataset and the global candidate set using the decryption pinion kD ,

and then scans the dataset to compute all the supports ( )( i
D XS ) for each k-

itemset in the global candidate set. 

(5) The common site recovers the supports on the original dataset ( )( i
T XS ) for 

each k-itemset in the global candidate set using the formulae from the above 
theorem. 

(6) The common site discards every itemset whose support is below its candidate 
limit(Smin *(1- σ )).

(7) The common site saves for output only those k-itemsets )(kL and their supports 

whose recovered support is at least Smin.
(8) The common site forms all possible (k+1)-itemsets such that all their k-subsets 

are among the remaning itemsets generated in step(6). Let these (k+1)-itemsets 
be the supposed new candidate set. 

(9) Let k=k+1. 
}

2. The common site finds out all the association rules with all the saved itemsets 
and their supports, given the user-specified global minimum confidence. This 
step is straightforward and need not to be described in detail. 

5   Experiments 

We carry out the evaluation of the algorithm on a synthetic dataset. This dataset was 
generated from the IBM Almaden generator[11]. The IBM synthetic data generation 

program takes four parameters to create a dataset, in which, D indicates number of 

transactions, T indicates average size of the transactions, I  - average size of the 

maximal potentially frequent itemsets, and N  - number of items. We took the 
parameters T10.I4.D1M.N1K resulting in a million customer tuples with each 
customer purchased about ten items on average. These tuples were distributed on 10 
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sites with a hundred thousand tuples on each site. We took a variety of Smin and kP
values to evaluate the privacy and accuracy of our algorithm. [12]shows that 
providing high accuracy and at the same time preventing exact or partial disclosure of 
individual information are conflicting objectives. Therefore, in this experiment, we 
plan to check this point on balancing accuracy and privacy. In order to simplify the 
experiments, we focus the evaluation of generating frequent itemsets. The presented 

value of Smin in this paper is 0.2%. Because the transition probability matrixs kP are 

different in each iteration in our experiments, we present them in the tables. We use 
two different values of the reduction coefficient, namely 0=σ  and %10=σ  to 
evaluate the difference on recovery errors discussed in Section 3.5. 

The results for the experiments are shown in Table 1 and Table 2. In the tables, the 

level indicates the length of the frequent itemset, F indicates the actual number of 

frequent itemsets generated by Apriori algorithm at this level, 1F indicates the 

number of frequent itemsets correctly generated by our algorithm at this 

level, kP indicates the transition probability matrix simply presented in its size, 

ρ indicates the support error, +δ indicates the percentage error in identifying false 

positive frequent itemsets, and −δ  indicates the percentage error in false dropped 
frequent itemsets. 

Table 1. Smin = 0.2%, 0=σ

Level F 1F kP ρ +δ −δ
1 863 850 858×858 3.57 0.93 1.51 
2 6780 6619 6691×6691 4.02 1.063 2.37 
3 1385 1345 1359×1359 1.61 1.013 2.89 
4 890 874 882×882 1.63 0.90 1.80 
5 392 378 381×381 1.65 0.77 3.57 
6 150 145 145×145 1.53 0 3.33 
7 47 45 45×45 1.50 0 4.26 
8 10 10 10×10 1.02 0 0 

The user privacy value under these two conditions is, computed from formula (2), 

67%, we adjust the elements of kP in order to take the comparison under the same 

privacy value for these two conditions. The results in both Tables show that, even for 
a low minimum support of 0.2%, most of the itemsets are mined correctly from the 
distorted dataset. The support error is less than 5% at all levels. Note that the 
percentage error in identifying false positive frequent itemsets is significantly small at 
all levels, partially due to each iteration in the algorithm, the global candidate set is 
sent to the common site in an anonymous way. And because the distortion procedure 
is executed on the original data transactions in each iteration, the percentage error in 



96 H.-z. Shen, J.-d. Zhao, and R. Yao 

both false positive frequent itemsets and false negative frequent itemsets is not 
accumulated during the mining process. 

In Table 2, the value of Smin is relaxed with a reduction of 10%. We can see from 
the results that the negative identifying error goes down significantly, at an average 
reduce of 0.5%, while the positive identifying error remains almost the same. The 
results confirm the correctness of reducing identification error through a reduction of 
the minimum support which we discussed in section 3.5.  

Table 2. Smin = 0.2%, %10=σ

Level F 1F kP ρ +δ −δ
1 863 855 859×859 3.59 0.46 0.93 
2 6780 6659 6711×6711 3.97 0.77 1.78 
3 1385 1367 1371×1371 2.63 0.29 1.30 
4 890 879 885×885 1.79 0.67 1.24 
5 392 392 393×393 2.01 0.26 0 
6 150 150 150×150 1.45 0 0 
7 47 47 47×47 1.48 0 0 
8 10 10 10×10 0.98 0 0 

Now we increase the privacy value to 86% by changing the element values of kP
and evaluate this change on the accuracy of the mining results which are shown in 
Table 3( 0=σ ).

Table 3. Smin = 0.2%, 0=σ  with different kP values from experiment 1 

Level F 1F kP ρ +δ −δ
1 863 754 769 769×769 8.6 1.74 12.63 
2 6780 5872 5941 5941×5941 8.78 1.02 13.39 
3 1385 1185 1203 1203×1203 6.65 1.30 14.44 
4 890 738 746 746×746 6.43 0.90 17.08 
5 392 303 307 307×307 5.98 1.02 22.70 
6 150 121 129 129×129 6.5 5.33 19.33 
7 47 39 40 40×40 5.87 2.13 17.02 
8 10 9 9 9×9 4.77 0 10 

Table 3 shows that the support error ρ and the two identification errors all become 

much higher. For example, the false negative errors at all levels become higher than 
10 with the highest at level 5. This experiment implies that the tradeoff between 
privacy and accuracy are very sensitive to the transition matrix. We should choose 
appropriate transition matrix to achieve the goal of acquiring plausible values for both 
privacy level and accuracy. 
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6   Conclusions and Discussions 

In this paper, we incorporate cryptographic approach with probabilistic approach in 
developing data mining techniques without compromising customer privacy, and 
present a new algorithm for privacy preserving data mining on distributed data 
allocated at different sites. We focus on the task of finding frequent itemsets and 
extend the problem of mining association rules to distributed environments. 
Transactions from different sites are distorted and encrypted in order to preserve 
privacy. We propose a distributed privacy preserving mining algorithm and present 
the full process. We also evaluate the tradeoff between privacy guarantees and 
reconstruction accuracy and show the practicality of our approach. In our future work, 
we plan to complete the experiments on a real dataset and extend this approach to 
other applications.  
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Université du Havre, LITIS - Laboratoire d’Informatique,
de Traitement de l’Information et des Systèmes,
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Abstract. In an emergency situation, the actors need an assistance al-
lowing them to react swiftly and efficiently. In this prospect, we present
in this paper a decision support system that aims to prepare actors in
a crisis situation thanks to a decision-making support. The global archi-
tecture of this system is presented in the first part. Then we focus on a
part of this system which is designed to represent the information of the
current situation. This part is composed of a multiagent system that is
made of factual agents. Each agent carries a semantic feature and aims
to represent a partial part of a situation. The agents develop thanks to
their interactions by comparing their semantic features using proximity
measures and according to specific ontologies.

Keywords: Decision support system, Factual agent, Indicators, Multi-
agent system, Proximity measure, Semantic feature.

1 Introduction

Making a decision in a crisis situation is a complicated task. This is mainly due
to the unpredictability and the rapid evolution of the environment state. Indeed,
in a critic situation time and resources are limited. Our knowledge about the
environment is incomplete and uncertain, verily obsolete. Consequently, it is
difficult to act and to adapt to the hostile conditions of the world. This makes
sense to the serious need of robust, dynamic and intelligent planning system for
search-and-rescue operations to cope with the changing situation and to best
save people [9]. The role of such a system is to provide an emergency planning
that allows actors to react swiftly and efficiently to a crisis case.

In this context, our aim is to build a system designed to help decision-makers
manage cases of crisis with an original representation of information. From the
system point of view, detecting a crisis implies its representation, its characteri-
sation and its comparison permanently with other crisis stored in scenarios base.
The result of this comparison is provided to the user as the answer of the global
system .

The idea began with the speech interpretation of human actors during a crisis
[3], [5]. The goal was to build an information, and communication system (ICS)

J. Euzenat and J. Domingue (Eds.): AIMSA 2006, LNAI 4183, pp. 98–107, 2006.
c© Springer-Verlag Berlin Heidelberg 2006
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which enables the management of emergency situations by interpreting aspects
communications created by the actors. Then, a preventive vigil system (PVS) [1]
was designed with the mean of some technologies used in the ICS modelling as:
semantic features, ontologies, and agents with internal variables and behavioural
automata. The PVS aims either to prevent a crisis or to deal with it with a main
internal goal: detecting a crisis.

Since 2003, the architecture of the PVS was redesigned with a new specificity,
that is the generic aspect; generic is used here with different meaning from [13].
A part of the global system, which is responsible of the dynamic information
representation of the current situation, was applied to the game of Risk and
tested thanks to a prototype implemented in Java [10]. However, we postulate
that some parts of the architecture and, at a deeper level, some parts of the agents
were independent of the subject used as application. Therefore, the objective at
present is to connect this part to the other parts, that we present latter in this
paper, and to test the whole system on various domains, as RoboCup Rescue [11]
and e-learning.

We focus here on the modelling of the information representation part of the
system that we intend to use it in a crisis management support system.

The paper begins with the presentation of the global system architecture.
The core of the system is constituted by a multiagent system (MAS) which is
structured on three multiagent layers. Then, in section 3, we explain the way we
formalise the environment state and we extract information related to it, which
are written in the form of semantic features. The latter constitute data that feed
the system permanently and that carry information about the current situation.
The semantic features are handled by factual agents and are compared the one
with the other using specific ontologies [2].

Factual agents, that compose the first layer of the core, are presented there-
after in section 4. Each agent carries a semantic feature and aims to reflect a
partial part of the situation. We present their structures and their behaviours
inside their organisation using internal automaton and indicators.

Finally, we present a short view about the game of Risk test in which we
describe the model application and the behaviour of factual agents.

2 Architecture of the Decision Support System

The role of the decision support system (DSS) is to provide a decision-making sup-
port to the actors in order to assist them during a crisis case. The DSS allows also
managers to anticipate the occur of potential incidents thanks to a dynamic and
a continuous evaluation of the current situation. Evaluation is realised by com-
paring the current situation with past situations stored in a scenarios base. The
latter can be viewed as one part of the knowledge we have on the specific domain.

The DSS is composed of a core and three parts which are connected to it
(figure 1):

• A set of user-computer interfaces and an intelligent interface allow the core
to communicate with the environment. The intelligent interface controls
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and manages the access to the core of the authenticated users, filters entries
information and provides actors with results emitted by the system;

• An inside query MAS ensures the interaction between the core and world
information. These information represent the knowledge the core need. The
knowledge includes the scenarios, that are stored in a scenarios base, the
ontologies of the domain and the proximity measures;

• An outside query MAS has as role to provide the core with information,
that are stored in network distributed information systems.

Fig. 1. General Architecture of the DSS

The core of the decision support system is made of a MAS which is structured
on three layers. The latter contain specific agents that differ in their objectives
and their communications way. In a first time, the system describes the semantic
of the current situation thanks to data collected from the environment. Then it
analyses pertinent information extracted from the scenario. Finally, it provides
an evaluation of the current situation and a decision support using a dynamic
and incremental case-base reasoning.

The three layers of the core are:

• The lowest layer: factual agents;
• The intermediate layer: synthesis agents;
• The highest layer: prediction agents.

Information are coming from the environment in the form of semantic features
without a priori knowledge of their importance. The role of the first layer (the
lowest one) is to deal with these data thanks to factual agents and let emergence



Multiagent Approach for the Representation of Information 101

detect some subsets of all the information [7]. More precisely, the set of these
agents will enable the appearance of a global behaviour thanks to their inter-
actions and their individual operations. The system will extract thereafter from
this behaviour the pertinent information that represent the salient facts of the
situation.

The role of the synthesis agents is to deal with the agents emerged from the
first layer. Synthesis agents aim to create dynamically factual agents clusters
according to their evolutions. Each cluster represents an observed scenario. The
set of these scenarios will be compared to past ones in order to deduce their
potential consequences.

Finally, the upper layer, will build a continuous and incremental process of
recollection for dynamic situations. This layer is composed of prediction agents
and has as goal to evaluate the degree of resemblance between the current sit-
uation and its associate scenario continuously. Each prediction agent will be
associated to a scenario that will bring it closer, from semantic point of view, to
other scenarios for which we know already the consequences. The result of this
comparison constitutes a support information that can help a manager to make
a good decision.

Fig. 2. Architecture of the Core

3 Environment Study and Creation of Semantic Features

3.1 Situation Formalisation

To formalise a situation means to create a formal system, in an attempt to
capture the essential features of the real-world. To realise this, we model the
world as a collection of objects, where each one holds some properties. The aim
is to define the environment objects following the object paradigm. Therefore, we
build a structural and hierarchical form in order to give a meaning to the various
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relations that may exist between them. The dynamic change of these objects
states and more still the interactions that could be entrenched between them will
provide us a snapshot description of the environment. In our context, information
are decomposed in atomic data where each one is associated to a given object.

3.2 Semantic Features

A semantic feature is an elementary piece of information coming from the envi-
ronment and which represents a fact that occurred in the world. Each semantic
feature is related to an object (defined in section 3.1), and allows to define
all or a part of this object. A semantic feature has the following form: (key,
(qualification, value)+), where key is the described object and (qualification,
value)+ is a set of couples formed by: the qualification of the object and its
associated value. As example of a semantic feature related to a phenomenon
object: (phenomenon#1, type, fire, location, #4510, time, 9:33). The object de-
scribed by this semantic feature is phenomenon#1, and has as qualifications:
type, location, and time.

The modelling of semantic features makes it possible to obtain a homogeneous
structure. This homogeneity is of primary importance because it allows to estab-
lish comparisons between these data. The latter are managed by factual agents,
where each one carries one semantic feature and of which behaviour depends on
the type of this information.

According to FIPA communicative acts [6], the agents must share the same
language and vocabulary to communicate. The use of semantic features in com-
munications process implies to define an ontology.

Inside the representation layer (the first layer of the system), agents evolve
by comparing their semantic features. These comparisons allow to establish se-
mantic distances between the agents, and are computed thanks to proximity
measures.

We distinguish three types of proximities: time proximity, spatial proximity
and semantic proximity. The global proximity multiplies these three proximities
together. The measurement of a semantic proximity is related to ontologies.
Whereas time proximity and spatial proximity are computed according to specific
functions.

Proximities computation provides values on [−1, 1] and is associated to a scale.
The reference value in this scale is 0 that means neutral relation between the
two compared semantic features. Otherwise, we can define the scale as follow:
0.4=Quiet Close, 0.7=Close, 0.9=Very Close, 1=Equal. Negative values mirrors
positive ones (replacing close by different).

4 Factual Agents

4.1 Presentation and Structure of a Factual Agent

Factual agents are hybrid agents, they are both cognitive and reactive agents.
They have therefore the following characteristics: reactivity, proactiveness and
social ability [14]. Such an agent represents a feature with a semantic character
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and has also to formulate this character feature, a behaviour [4]. This behaviour
ensures the agent activity, proactiveness and communication functions.

The role of a factual agent is to manage the semantic feature that it carries
inside the MAS. The agent must develop to acquire a dominating place in its
organisation and consequently, to make prevail the semantic category which it
represents. For this, the factual agent is designed with an implicit goal that is
to gather around it as much friends as possible in order to build a cluster. In
other words, the purpose of the agent is to add permanently in its acquaintances
network a great number of semantically close agents. The cluster formed by these
agents is recognized by the system as a scenario of the current situation and for
which it can bring a potential consequence. A cluster is formed only when its
agents are enough strong and consequently they are in an advanced state in their
automaton. Therefore, the goal of the factual agent is to reach the action state, in
which is supreme and its information may be regarded by the system as relevant.

Fig. 3. Structure of a Factual Agent

An internal automaton describes the behaviour and defines the actions of
the agent. Some indicators and an acquaintances network allow the automaton
operation, that means they help the agent to progress inside its automaton and
to execute actions in order to reach its goal. These characteristics express the
proactiveness of the agent.

The acquaintances network contains the addresses of the friends agents and
the enemies agents used to send messages. This network is dynamically con-
structed and permanently updated. Agents are friends (enemies) if their seman-
tic proximities are strictly positive (negative).

4.2 Factual Agent Behaviour

Behavioural Automaton. The internal behaviour of a factual agent is de-
scribed by a generic augmented transition network (ATN). The ATN is made of
four states [3] (quoted above) linked by transitions:

• Initialisation state: the agent is created and enters in activities;
• Deliberation state: the agent searches in its acquaintances allies in order to

achieve its goals;
• Decision state: the agent try to control its enemies to be reinforced;
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• Action state: it is the state-goal of the factual agent, in which the latter
demonstrates its strength by acting and liquidating its enemies.

Fig. 4. Generic Automaton of a Factual Agent

ATN transitions are stamped by a set of conditions and a sequence of actions.
Conditions are defined as thresholds using internal indicators. The agent must
validate thus one of its outgoing current state transitions in order to pass to the
next state. The actions of the agents may be an enemy aggression or a friend
help. The choice of the actions to perform depend both on the type of the agent
and its position in the ATN.

Factual Agent Indicators. The dynamic measurement of an agent behaviour
and its state progression at a given time are given thanks to indicators. These
characters are significant parameters that describe the activities variations of
each agent and its structural evolution. In other words, the agent state is specified
by the set of these significant characters that allow both the description of its
current situation and the prediction of its future behaviour [4] (quoted above).

Factual agent has five indicators, which are pseudoPosition (PP), pseudoSpeed
(PS), pseudoAcceleration (PA), satisfactory indicator (SI) and constancy indi-
cator (CI) [8]. The “pseudo” prefix means that these indicators are not a real
mathematical speed or acceleration: we chose a constant interval of time of one
between two evolutions of semantic features. PP represents the current position
of an agent in the agent representation space. PS evaluates the PP evolution
speed and PA means the PS evolution estimation. SI is a valuation of the suc-
cess of a factual agent in reaching and staying in the deliberation state. This
indicator measures the satisfaction degree of the agent. Whereas, CI represents
the tendency of a given factual agent to transit both from a state to a different
state and from a state to the same state. This allows the stability measurement
of the agent behaviour.

The compute of these indicators is according to this formulae where valProx-
imity depends on the category of a given application factual agents:

PPt+1 = valPoximity
PSt+1 = PPt+1 − PPt

PAt+1 = PSt+1 − PSt

PP, PS and PA represent thresholds that define the conditions of the ATN
transitions. The definition of this conditions are specified to a given application.
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As shown in the previous formulae, only PP is specific. However, PS and PA are
generic and are deduced from PP. SI and CI are also independent of the studied
domain and are computed according to the agent movement in its ATN.

5 Game of Risk Use Case

The first layer model has been tested on the game of Risk. We chose this game
as application not only because it is well suited for crisis management but also
we apprehend the elements and the actions on such an environment. Moreover
we have an expert [8] (quoted above) in our team who is able to evaluate and
validate results at any moment.

As result, this test proved that this model allows the dynamic information rep-
resentation of the current situation thanks to factual agents organisation. More-
over we could study the behaviour and the dynamic evolution of these agents.

Risk is a strategic game which is composed of a playing board representing a
map of forty-two territories that are distributed on six continents. A player wins
by conquering all territories or by completing his secret mission. In turn, each
player receives and places new armies and may attack adjacent territories. An
attack is one or more battles fought with dice. Rules, tricks and strategies are
detailed in [12].

Fig. 5. Class Diagram for the Game of Risk Representation

The representation layer of the system has as role to simulate the game un-
winding and to provide a semantic instantaneous description of its current state.
To achieve this task, we began by identifying the different objects that define
the game board (figure 5) and which are: territory, player, army and continent.
Continents and territories are regarded as descriptions of a persistent situation.
Whereas, armies and players are activities respectively observed (occupying a
territory) and driving the actions.

From this model we distinguish two different types of semantic features: a
player type and a territory type. For example (Quebec, player, green, nbArmies,
4, time, 4) is a territory semantic feature that means Quebec territory is owned by
the green player and has four armies. However, (blue, nbTerritories, 4, time, 1) is
a player semantic feature that signifies a blue player has four territories at step 1.

The first extracted semantic features of the initial state of the game cause the
creation of factual agents. For example, a semantic feature as (red, nbTerritories,
0, time, 1) will cause the creation of red player factual agent.
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During the game progression, the entry of a new semantic feature to the
system may affect some agents state. A factual agent of type (Alaska, player,
red, nbArmies, 3, time, 10) become (Alaska, player, red, nbArmies, -2, time, 49)
with the entry of the semantic feature (Alaska, player, red, nbArmies, 1, time,
49). Alaska agent sends messages containing its semantic feature to all the other
factual agents to inform them about its change. The other agents compare their
own information with the received one. If an agent is interested by this message
(the proximity measure between the two semantic features is not null) it updates
its semantic feature accordingly. If the red player owned GB before the semantic
feature (GB, player, blue, nbArmies, 5, time, 52), both red player and blue player
will receive messages because of the change of the territory owner.

If we take again the preceding example (Alaska territory), Alaska agent com-
putes its new PP (valProximity). The computation of valProximity in our case
is given by: number of armies (t) - number of armies (t-1) e.g. here valProximity
= 1-3 = -2. PS and PA are deduced thereafter from PP. The agent verify then
the predicates of its current state outgoing transitions in order to change state.
To pass from Deliberation state to Decision state for example the PS must be
strictly positive. During this transition, the agent will send a SupportMessage to
a friend and an AgressionMessage to an enemy.

6 Conclusion

The paper has presented a decision support system which aims to help decision-
makers to analyse and evaluate a current situation. The core of the system rests
on an agent-oriented multilayer architecture. We have described here the first
layer which aims to provide a dynamic information representation of the current
situation and its evolution in time. This part is modelled with an original in-
formation representation methodology which is based on the handle of semantic
features using a factual agents organisation.

The model of the first layer was applied on the game of Risk. Results provided
by this test correspond to our attempts, which consist on the dynamic repre-
sentation of information. This application allowed us to track the behaviour of
factual agents and to understand their parameters which are the most accurate to
characterise information. Moreover, we consider that a great part of the system
is generic and may be carried into other fields. Currently, we intend in a first time
to connect the representation layer to the two other and to apply thereafter the
whole system on more significant domains as RoboCup Rescue and e-learning.
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Abstract. Negotiation is a crucial stage of Web Services interaction lifecycle. 
By exchanging a sequence of proposals in the negotiation stage, a service 
provider and a consumer try to establish a formal contract, to specify agreed 
terms on the service, particularly terms on non-functional aspects. To react to 
an ever-changing environment, flexible negotiation strategies that can make 
adjustable rates of concession should be adopted. This paper presents such 
flexible strategies for Web Services negotiation. In a negotiation round, the 
negotiation strategies first examine the environment situations by evaluating 
certain factors, which include time, resources, number of counterparts and 
current proposals from the counterparts. For each factor, there is a 
corresponding function that suggests the amount of concession in terms of that 
factor. Then considering the importance of each service attribute, the target 
concession per attribute is determined. As a final step, a set of experimental 
tests is executed to evaluate the performance of the negotiation strategies. 

Keywords: Web Services, Negotiation, Flexible Strategy, Environment. 

1   Introduction 

Semantic Web Services are a set of technologies that will transform the Web from a 
collection of static information into an infrastructure for distributed computing. Over 
the past several years, we have seen a growing interest in the research on Semantic 
Web Services. However, much of the research has concentrated on service discovery 
(e.g. [1]) and composition (e.g. [4]). Relatively fewer work addresses the problem of 
service negotiation, especially little has been done on negotiation strategies. 

Negotiation is a crucial stage of the interaction lifecycle between a service 
consumer and a provider [5, 6]. Generally speaking, it is consisted of a sequence of 
proposal exchanges between the two parties, with the goal of establishing a formal 
contract to specify agreed terms on the service, particularly terms on non-functional 
aspects. Given the ability to negotiate, consumers can continuously customize their 
needs, and providers can tailor their offers. In particular, multiple service providers 
can collaborate and coordinate with each other in order to satisfy a request that they 
can’t do alone. In short, negotiation can enable richer and more flexible interactions, 
and as a result, fully explore the capabilities of services. 
                                                           
* This work was supported by the 973 Program of China (2003CB314806), the Program for 

New Century Excellent Talents in University (NCET-05-0114), and the program for 
Changjiang Scholars and Innovative Research Team in University (PCSIRT). 
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When building a negotiation component, three broad areas need to be considered 
[7]: 1) negotiation protocol, i.e., the set of rules that govern the message exchanges 
between the negotiators; 2) negotiation object, which is the set of issues over which 
agreement must be reached. In this paper, it refers to the set of non-functional 
attributes of a web service and attached restrictions; 3) negotiation strategies, i.e., the 
set of decision-making mechanisms the negotiators employ to guide their actions in 
negotiation. As most of existing work on Web Service negotiation doesn't address 
negotiation strategies, this paper concentrates predominately on the third point, with 
the first two briefly defined. In particular, it engages in developing mechanisms for 
counter-proposal generation, when incoming proposals are not acceptable. 

Operating in an environment with a high degree of uncertainty and dynamics, that 
is, the Internet, it is important that negotiators can act flexibly by reacting to some 
ever-changing environmental factors. As a preliminary work, this paper only 
considers factors which can influence the negotiation outcomes significantly. These 
include time, resources for computation and communication, number of counterparts 
and current proposals from counterparts. In determining the amount of concession at 
each negotiation round, the negotiator is guided by mathematical functions of these 
environmental factors and weights of different service attributes. In addition, this 
paper presents the results of the empirical evaluation of these negotiation strategies. 

The rest of this paper is structured as follows. Section 2 presents the negotiation 
model. Section 3 discusses the flexible negotiation strategies and in section 4 these 
strategies are empirically evaluated.  Section 5 summarizes related work and finally, 
section 6 concludes. 

2   The Negotiation Model 

In the Internet, a given service can be implemented by many providers. These service 
instances may be identical in capabilities, but have differences in non-functional 
properties. Consequently, a consumer can negotiate with multiple service providers 
concurrently, and vice versa. In addition, negotiation between the two parties involves 
determining a contract under multiple terms. As a result, the negotiation model for 
Web Services in this paper is a one-to-many, multiple issues (attributes) model, which 
consists of a set of bilateral, multi-attribute negotiations. The bilateral negotiation 
between the negotiator (a service consumer or a provider) and one of its negotiating 
counterparts is named as a negotiation thread [8]. In an individual negotiation thread, 
proposals and counter-proposals are generated by negotiation strategies, considering 
the changing environment, at each negotiation round. Note that, for an individual 
negotiation thread, other threads are seen as part of its environment. 

2.1   The Negotiator Model 

The following represents our conceptualization of a service negotiator. The model 
considers not only service attributes, but also attached restrictions from negotiators. 

Definition 1. A service negotiator is a 4-tuple system max( ,  ,  , )B R A t , where: 
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1. B = {bi | i = 1, 2, ..., s } is a set of propositions, which represents the negotiator’s 
profile model. This is the background information it uses to evaluate if it can obey 
the counterpart’s restrictions.  

2. R = {rj | j = 1, 2, ..., h } is the set of  propositions that denotes the negotiator’s 
restriction model, i.e., the set of restrictions that the counterpart must satisfy.  

3. {( , , , ) |  1,...., }k k k kA a w d v k n= = is the negotiator’s requirement model, which 

describes its preferences over non-functional attributes of the service. Where: 
1) ak denotes an attribute of the service. 
2) wk denotes ak’s weight (or importance). These weights are normalized, i.e. 

1
1kk n

W
≤ ≤

= . In general, these weights are defined by users. 

3) dk = [mink, maxk] denotes the intervals of values for quantitative attribute ak 
acceptable for the negotiator. Values for qualitative issues, on the other hand, are 
defined over a fully ordered domain, i.e., dk = <q1, q2, …,  qm>.  
4) uk: dk →  [0, 1] is a evaluating function for issue ak, which computes the utility 
of a value assigned to attribute ak.  
With these elements in place, it is possible to compute the overall utility that a 
negotiator can obtain if accepting a vector of values for service attributes, which is 
in the form of  1 2 3 n, , ,..... x >X x x x=<  (where xk denotes a value of attribute ak, 

1 k n≤ ≤ ): 

n

k k k
k=1

( ) w u (x )U X =  (1) 

4.  tmax is the time deadline before which the negotiation must be terminated. 

2.2   The Negotiation Thread 

As mentioned above, a service negotiation consists of a set of negotiation threads, 
which is a bilateral bargaining process between the negotiator and one of its 
counterparts. In general, a negotiation thread consists of several rounds of (counter-) 
proposal exchanges according to the alternating-offer protocol [9]. This continues 
until an agreement is reached or one of the two parties terminates the negotiation 
without an agreement because its time deadline is reached.  

Formally, a proposal from the counterpart is a 3-tupple , ,P B R X=< > , where B, 

R and kX x=< >  denotes the set of restrictions that the counterpart can obey, the set 

of restrictions that it requests the negotiator to satisfy and the vector of values it 
assigns to service attributes, respectively. The utility of p is denoted as ( )U X . 

In a negotiation round at time t, suppose a negotiator submits , ,t t t tP B R X=< >  

and receive a proposal , ,t t t t
c c c cP B R X=< >  from the counterpart. The negotiator first 

evaluates t
cP . If both parties can satisfy each other’s restrictions and ( ) ( )t t

cU X U X≥ , 
t

cP  is acceptable and negotiation terminates successfully. When t
cP  is unacceptable 

and for some successive rounds, some restrictions requested by one party can't be 
satisfied by the other, the negotiator will quit the negotiation. Otherwise, the  
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negotiator will prepare a counter proposal, according to the strategy in section 3. As 
this is a preliminary work, in developing the strategies, we concentrate primarily on 
service attributes configuration, i.e., assigning values to all service attributes. 

3   Flexible Negotiation Strategy 

This section presents the strategies that a negotiator can use to prepare a proposal. For 
restrictions it requests the counterpart to satisfy, the negotiator will insist on the 
important ones, and delete those that are not important and can’t be satisfied by the 
counterpart. For restrictions the counterpart requests, the negotiator will indicate those 
that it can’t satisfy. For attribute values, the negotiation strategies consider factors of 
time, resources, and currently available counterparts to compute the amount of 
concession. For each factor, there is a corresponding function that suggests the value 
of concession in terms of that factor. Then these functions are combined, with 
different weights for different factors. Finally, considering importance of service 
attributes, the target concession per attribute is determined. 

3.1   Time-Dependent Concession 

As negotiation is fundamentally time-dependent, and deadlines put negotiators under 
pressure, it is necessary to introduce a time variable to model environment dynamics. 
Suppose [0,1]rku ∈   denotes the reserved utility of attribute ka , t is the current time 

and tmax the time deadline, and t
ku  the utility that the negotiator expects to obtain from 

ka at t, then a family of time-dependent strategies can be described as: 

1

max

[1 ( ) ] (1 ), 0t
k rk rk

t
u u u

t
ε ε= + − × − >  (2) 

Generally, these strategies can be classified based on ε as follows: 

1. If 0<ε <1, the negotiator makes smaller concessions in early rounds and larger in 
later rounds-conservative strategies [11]. 

2. In the case of ε =1, the negotiator makes a constant rate of concessions-linear 
strategies [11]. 

3. When ε >1, the negotiator makes large concessions in the first few rounds but 
smaller concessions when the deadline is expiring-conceders [8]. 

Provided by the negotiator, ε  can be used to model the eagerness of the negotiator to 
complete a deal [11]-the larger theε , the more quickly it goes to its reservation.  

Based on equation (2), if only considering time, the amount of concession on 
attribute ak at time 1t +  is computed as: 

max  
max max

1 11
[( ) ( ) ] (1 ),  1T

k rk

t t
C u t t

t t
ε ε+= − × − > +  (3) 



112 Y. Yao, F. Yang, and S. Su 

3.2   Resource-Dependent Concession 

Negotiation is a computational-intensive process, which is influenced by resources for 
computation and communication significantly. When designing negotiation strategies, 
the characteristics of the devices that negotiators host and underlying networks have 
to be considered. For example, a negotiator hosted in a mobile device should not take 
part in a long-time and computationally expensive negotiation, but a short one, 
because of the limited computational capability, while a negotiator hosted in a fixed 
device may follow a conservative strategy. Similarly, if the QoS of the network is low 
then the negotiator should concede quickly, while if the QoS is high, it may try to 
bargain for better deals. If other environment factors are kept unchanged, the amount 
of concession on attribute ak at time 1t +  is computed as: 

(1- ) ( - ),  [0,  1]R t
k k rkC r u u rε= × ∈  (4) 

t
ku  is the utility of the value for ka in the proposal at t, and  the variable r  denotes the 

factor of resource, which itself is parameterized with characteristics of the device and 
the network, e.g., CPU, memory, bandwidth, and responsive time. If resource is 
scarce, that is, with a low value of r , the negotiator will make a large amount of 
concession. Conversely, if the value of r  is high, the negotiator will concede slowly. 

3.3   Counterpart-Dependent Concession 

As traders in real world, a negotiator’s bargaining power is affected by the number of 
trading partners. With a large (respectively, small) number of trading partners, the 
negotiator will have a bargaining advantage (respectively, disadvantage) and concede 
slowly (respectively, quickly). In addition, difference between a negotiator’s proposal 
and counter-proposal of its counterpart also has a significant influence on the 
negotiation process. The smaller (respectively larger) the difference, the higher 
(respectively lower) the chance of reaching an agreement is.  

Suppose pc denotes the probability of a negotiator to obtain conflict utility 0, which 
means that it can’t complete a deal with a counterpart. In a negotiation round at time t, 
pc can be formulated as [11]: 

1
( )

( )

l t t
ii

c t l

U U
p

U
=

−
= ∏

 (5) 

Where l is the number of active counterparts at time t, tU  is the utility of the 
negotiator’s proposal at time t and t

iU  denotes utility of a counterproposal from the 

ith counterpart. With other environment factors unchanged, the amount of concession 
on attribute ak at time 1t +  is computed as: 

( )p t
k c k rkC p u u= × −  (6) 

If the probability that the negotiator can't make a deal is high, it will concede more. 
While if this probability is low, the negotiator will concede less. 
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3.4   Weight-Based Target Concession Determination 

At a given time, the negotiator must consider all the factors that affect the negotiation 
outcome, that is, she should combine them depending on the situation. Factors of 
time, resources for computation and communication, and behaviors of counterparts 
collectively determine the amount of concession on attribute ak at time 1t +  as: 

R p+W +WT R P
k T k k kC W C C C=  (7) 

Where TW , rW  and pW  denotes weight associated to factor of time, resources and 

counterparts, respectively. These weights can be represented by decay functions with 
a rate of growth α : 

m a x m a x
m a x

m a x m a x m a x

,  ,  ,  0 tT r p

t tt
W W W t

t t t t t t

β γα
α α α

= = = ≤ ≤
+ + +

 (8) 

Where α , β  and γ are positive constants and satisfy 1β γ+ = . These functions 

reflect the relative importance placed on each factor according to the time left. If there 
is much time left, the negotiator places more importance on factors of resources and 
counterparts. Whereas little time left, the negotiator will adapt more to time. 

As the final step, taking into account weights associated with different service 
attributes, the target concession on attribute ka  at time 1t +  is computed as follows: 

1
,  1 k

(1 )
k

k k
k kk

W
TC C n

W W

−
= ≤ ≤

−
 (9) 

Where kW  denotes weight (importance) of attribute ka , and (1 )k kk
W W−  is a 

normalized factor. Based on equation (9), the more (less) important the attribute, the 
less (more) concession the negotiator makes on this attribute. This coincides with 
intuitions of real world traders to concede more on less important terms while 
bargaining more on important ones. 

According to equation (9), utility of attribute ak in the counterproposal will be 
t
k ku TC− . Based on the scoring function for ak, ku (see definition 1), a value 1t

kx +  is 

selected for ka , such that 1( )t t
k k k ku x u TC+ = − . 

4   Experimental Evaluation 

In this section, a set of experiments are carried out to evaluate the performance and 
effectiveness of the adaptive negotiation strategies. Since the flexible strategies are 
designed for both service consumers and providers, it suffices to evaluate the 
strategies from the point of view of consumers without loss of generality. For 
simplicity, we assume that time is discrete and is indexed by the number of 
negotiation rounds. In addition, since effects of eagerness, time, and trading 
alternatives have been deliberatively evaluated in [11], here we predominately 
concentrate on resources, weights, and collective effects of all factors. 



114 Y. Yao, F. Yang, and S. Su 

4.1   Effect of Resources 

This experiment evaluates how resources influence the negotiation outcomes. Three 
tests are conducted to show the effect of different levels of resources on outcomes. In 
each test, one service consumer negotiates with a varying number of providers (from 
one to six). All providers are designed with the same initial offer, deadline, eagerness 
and resource. However, the three service consumers’ resources are set to 0.3, 0.5, and 
0.7, respectively. Experimental results are shown in figure 1: 
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Fig. 1. Effects of Resources 

Results from the tests show that service consumers with plenty of resources 
generally can obtain higher utility than consumers with scarce resources. Since a 
negotiator with scarce resources incline to make larger amount of concession, it is 
more likely to obtain lower utility if a consensus is reached. In addition, with the 
number of providers increasing, a consumer can obtain higher utility. These results 
are consistent with the intuitions of real world traders. When there are many 
negotiating alternatives and adequate resources for computation and communication, 
a negotiator has great bargaining “power”, which makes her more aggressive and 
concedes slowly. If deals are made, the negotiator is likely to achieve high utility. 

4.2   Effect of Weights 

Six experiments are conducted to study how strategies with weight-based target 
concession determining process can influence the outcomes. In each experiment, a 
service consumer and a provider negotiate over a service with 3 attributes, namely A, 
B, and C. The consumer’s preference over these attributes (the order of the weights 
associated with them) is set to <A, B, C>. However, the six providers have different 
preferences, namely <A, B, C>, <A, C, B>, <B, A, C>, <B, C, A>, <C, A, B> and 
<C, B, A>, respectively. Experimental results are shown in figure 2: 
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Fig. 2. Effects of Weight-Based Target Concession Determination 

In all situations, the strategies with weight-based planning outperform strategies 
that don’t consider weights of service attributes. In addition, the more difference 
between preferences of the two parties, the higher utility the consumer can obtain. 

4.3   Collective Effect of Time, Resources and Counterparts 

This section studies the collective effects of time, resources and counterparts on the 
outcomes. Experimental results are shown in figure 3: 
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Fig. 3. Collective Effects 

Though there are many combinations of these factors, due to lack of space, we only 
present results in extreme situations, namely situation of short deadline, high 
eagerness, scarce resources and situation of long deadline, low eagerness and plenty 
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of resources. As shown in figure 3, as deadline, resources and counterparts increasing 
and eagerness decreasing, the negotiator obtains more utility. 

Based on the experiment results presented above, a conclusion can be drawn that 
our negotiation strategies provide an intuitive modeling of negotiation behaviors of 
real-world traders. 

5   Related Work 

In the area of Web services, there are increasing interests in service negotiation. 
However, most of existing work focuses on negotiation framework and/or negotiation 
protocol. Little has been done on the negotiation strategies that participants can 
employ to guide their actions in negotiation. 

Hung et al [2] propose an XML language called WS-Negotiation for Web Services 
negotiation, which contains three parts: negotiation message, negotiation protocol and 
negotiation strategies. However, in this basic model for WS-Negotiation, the 
negotiation strategies are undefined. 

A broker capable of offering negotiation and bargaining support to facilitate the 
matching of Web Services is presented in [10]. But the protocol and decision-making 
mechanisms for negotiation are not presented. In [3], the authors discuss their work 
on adapting some of the research in the multi-agent systems community to facilitate 
negotiation between web services. However, much of the work has concentrated on 
the negotiation protocol, not negotiation strategies. 

WS-Agreement [12] is a recently proposed and emerging protocol for specifying 
contract proposals and contracts in the context of Web Services negotiation. A formal 
definition of the WS-Agreement is given in [13] and the schema is extended by 
adding tags to accommodate states for re-negotiation. In [14], WS-Agreement is 
extended to be semantic-enabled and suitable for accurate matching. However, the 
negotiation protocol is restricted to a single round “offer, accept/reject” message 
exchange, and they don’t develop negotiation strategies for negotiators. 

In the area of Multi-Agent System, Faratin [8] and Sim [11] develop negotiation 
strategies which consider factors of time, counterparts, eagerness, trading opportunity, 
and so on. But, resources for computation and communication and weights associated 
with negotiation issues are not taken into account. In addition, they assume scoring 
functions for negotiation issues to be monotonically increasing or decreasing, which 
can greatly simplify the development of negotiation strategies. In contrast, our 
negotiator model (see definition 1) waives this assumption and makes our negotiation 
strategies more practical in real world applications. 

6   Conclusions and Future Work 

Our work makes complementary contributions to the research on Web Services 
negotiation. Specifically, this work proposes negotiation strategies that a service 
provider or consumer can employ to guide their actions in negotiation, which can react 
to an over-changing environment by making adjustable concessions. In more detail, 
taking into account of factors of time, resources and counterparts, the flexible 



 Flexible Decision Making in Web Services Negotiation 117 

negotiation strategies can control concession rates and make appropriate compromises. 
In some situations, weight-based target concession determination can achieve better 
outcomes. The empirical tests show that, these approaches generally perform well and 
provide a more intuitive modeling of negotiation behaviors in real world. 

Future work includes implementing a negotiation protocol, considering more 
environment factors such as the negotiation history in the design of negotiation 
strategies, improving the flexible negotiation strategies with learning capabilities, and 
developing negotiation strategies operating in the context of service selection and 
composition. 
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Abstract. Classifier ensembles is an active area of research within the
machine learning community. One of the most successful techniques is
bagging, where an algorithm (typically a decision tree inducer) is applied
over several different training sets, obtained applying sampling with re-
placement to the original database. In this paper we define a framework
where sampling with and without replacement can be viewed as the ex-
treme cases of a more general process, and analyze the performance of
the extension of bagging to such framework.

Keywords: Ensemble Methods, Decision Trees.

1 Introduction

One of the most active areas of research in the machine learning community is
the study of classifier ensembles.

Combining the predictions of a set of component classifiers has been shown
to yield accuracy higher than the most accurate component on a long variety of
supervised classification problems. To achieve this goal, various strategies of com-
bining these classifiers in different ways are possible [Xu et al., 1992] [Lu, 1996]
[Dietterich, 1997] [Bauer and Kohavi, 1999] [Sierra et al., 2001]. Good introduc-
tions to the area can be found in [Gama, 2000] and [Gunes et al., 2003]. For a
comprehensive work on the issue see [Kuncheva, 2004].

The combination, mixture, or ensemble of classification models can be per-
formed mainly by means of two approaches:

– Concurrent execution of some paradigms with a posterior combination of the
individual decision eachmodel has given to the case to classify [Wolpert, 1992];
the combination canbedonebyvoting or bymeans ofmore complexapproaches
[Ho et al., 1994].

– Hybrid approaches, in which two or more different classification systems are
implemented together in one classifier [Kohavi, 1996].

J. Euzenat and J. Domingue (Eds.): AIMSA 2006, LNAI 4183, pp. 118–127, 2006.
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When implementing a model belonging to the first approach, a necessary
condition is that the ensemble classifiers are diverse. One of the ways to achieve
this consists of using several base classifiers, apply them to the database, and
then combine their predictions in a single one. But even with a unique base
classifier, is still possible to build an ensemble, applying it to different training
sets in order to generate several different models.

One of the ways to get several training sets from a given dataset is bootstrap
sampling, where a sampling with replacement is made, obtaining samples with
the same cardinality than the original dataset, but with different composition
(some instances from the original set may be missing, while others may appear
more than once).

This is the method that bagging [Breiman, 1996] uses to obtain several train-
ing databases from a unique dataset. In this work we present a sampling method
that make appear sampling with and without generalization as the two ex-
treme cases of a more general continuous process. Then, it is possible to an-
alyze the performance of bagging or any other algorithm that makes use of sam-
pling with or without replacement in the continuum that spans between the two
extremes.

Typically, the base classifier in a given implementation of bagging uses to be
a decision tree, due to the fact that small changes in the training data use to
lead to proportionally big changes in the built tree.

A decision tree consists of nodes and branches to partition a set of samples
into a set of covering decision rules. In each node, a single test or decision is
made to obtain a partition. In each node, the main task is to select an attribute
that makes the best partition between the classes of the samples in the training
set. In our experiments, we use the well-known decision tree induction algorithm,
C4.5 [Quinlan, 1993].

The rest of the paper is organized as follows. Section 2 presents the proposed
framework, with a brief description of the bagging algorithm. In section 3 the
experimental setup in which the experiments were carried out is described. The
obtained results are shown in section 4 and section 5 is devoted to conclusions
and further work.

2 Unified Framework

In this section we will define a sampling process, of which sampling with replace-
ment, and without replacement are the two extreme cases, existing a continuous
range of intermediate possibilities.

To define the general case, first of all let us take a glance to sampling with
and without replacement:

– Sampling with replacement: an instance is sampled according to some prob-
ability function, it is recorded, and then returned to the original database

– Sampling without replacement: an instance is sampled according to some
probability function, it is recorded, and then discarded
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Let us define now the following sampling method:

– Sampling with probability p of replacement: an instance is sampled according
to some probability function, it is recorded, and then, with a probability p,
returned to the original database

It is clear than the last definition is more general that the other two, and includes
them.

The differences among the three processes are depicted in Figure 1.

Dataset

extract

return Sample

Dataset

extract

return Sample

a) Sampling with replacement

b) Sampling without replacement

c) Generalized sampling

extract

SampleDataset return with prob. p

Fig. 1. Graphical representation of the three different sampling methods

As we have already noted, sampling with replacement is one of the extreme
cases of the above definition: when p is 1, so every instance sampled is returned
to the database. Sampling without replacement is the opposite case, where p is
0, so a sampled instance is discarded and never returns to the database.

Some questions arise: is it possible to apply this method to some problem
where sampling with replacement is used to overcome the limitations of sampling
without replacement? Will be the best results obtained when p is 0 or 1, or maybe
in some intermediate point?

We have tested this generalization in one well-known algorithm: bagging,
where a sampling with replacement is made.
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2.1 Bagging

Bagging (bootstrap aggregating) is a method that adds up the predictions of sev-
eral classifiers by means of voting. These classifiers are built from several training
sets obtained from a unique database through sampling with replacement.

Leo Breiman described this technique in the early 90’s and it has been widely
used to improve the results of single classifiers, specially decision trees.

Each individual model is created from a instance set with the same number of
elements than the original one, but obtained through sampling with replacement.
Therefore, if in the original database there are m elements, every element has
a probability 1 − (1 − 1/m)m of being selected at least once in the m times
sampling is performed. The limit of this expression for big values of m is 1 −
1/e ,which yields the value of 63.2. Therefore, in average, only a 63.2% of the
original cases will be present in the new set, appearing some of them several
times.

Bagging Algorithm

– Initialize parameters

• Initialize the set of classifiers D = ∅

• Initialize N , the number of classifiers

– For n = 1, ..., N :

• Extract a sample Bn through sampling with replacement from the orig-
inal database

• Built a classifier Dn taking Bn as training set

• Add the classifier obtained in the previous step to the set of classifiers:
D = D ∪ Dn

– Return D

It is straightforward to apply the previously introduced approach to bagging.
The only modification in the algorithm consists in replacing the standard sam-
pling procedure by the generalization above described.

3 Experimental Setup

In order to evaluate the performance of the proposed sampling procedure, we
have carried out an experiment over a high number of the well-known UCI
repository databases [Newman et al., 1998]. To do so, we have selected all the
databases of medium size (between 100 and 1000 instances) among those con-
verted to the MLC++ [Kohavi et al., 1997] format, and located in this public
repository: [http://www.sgi.com/tech/mlc/db/] This amounts to 59 databases,
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Table 1. Characteristics of the 41 databases used in this experiment

Database #Instances #Attributes #Classes
Anneal 798 38 6
Audiology 226 69 24
Australian 690 14 2
Auto 205 26 7
Balance-Scale 625 4 3
Banding 238 29 2
Breast 699 10 2
Breast-cancer 286 9 2
Cars 392 8 3
Cars1 392 7 3
Cleve 303 14 2
Corral 129 6 2
Crx 690 15 2
Diabetes 768 8 2
Echocardiogram 132 7 2
German 1000 20 2
Glass 214 9 7
Glass2 163 9 2
Hayes-Roth 162 4 3
Heart 270 13 2
Hepatitis 155 19 2
Horse-colic 368 28 2
Hungarian 294 13 2
Ionosphere 351 34 2
Iris 150 4 3
Liver-disorder 345 6 2
Lymphography 148 19 4
Monk1 432 6 2
Monk2 432 6 2
Monk3 432 6 2
Pima 768 8 2
Primary-org 339 17 22
Solar 323 11 6
Sonar 208 59 2
ThreeOf9 512 9 2
Tic-tac-toe 958 9 2
Tokyo1 963 44 2
Vehicle 846 18 4
Vote 435 16 2
Wine 178 13 3
Zoo 101 16 7

from which we have selected one of each family of problems. For example, we
have chosen monk1 and not monk1-cross, monk1-full or monk1-org. After this
final selection, we were left with the 41 databases shown in Table 1.
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begin Generalized sampling testing
Input: 41 databases from UCI repository
For every database in the input

For every p in the range 0..1 in steps 0.00625
For every fold in a 10-fold cross validation

Construct 10 training sets sampling
according to parameter p

Induce models from those sets
Present the test set to every model
Make a voting
Return the ensemble prediction and accuracy

end For
end For

end For
end Generalized sampling testing

Fig. 2. Description of the testing process of the generalized sampling algorithm

The sampling generalization described in the previous section makes use of a
parameter p that is continuous. In the experiments carried out we have tested
the performance of every value of p between 0 and 1 in steps of 0.00625 width.
this amounts to a total of 161 discrete values.

For every value of p a 10-fold crossvalidation has been carried out.
In Figure 2 is depicted the algorithm used for the evaluation.

4 Experimental Results

In this section we present the experimental results obtained from a experiment
following the methodology described in the previous section.

We were interested in analyze the performance of the modification of bagging
when sampling with replacement was changed by our approach, and for what
values of p better results are obtained. Therefore, to analyze the data of all the
databases, we have normalized the performances, taking as unit the case where
p is zero. This case is equivalent to sampling without replacement, so it is clear
that every set obtained in this way from a given dataset will be equivalent to
the original one. This case corresponds to apply the base classifier (in our case
C4.5) without any modification at all. This will be our reference when comparing
performances with other p values.

For example if, over the dataset A, with p = 0 we obtain an accuracy of 50%,
and with p = 0.6 the performance is 53%, the normalized values would be 1
and 1.06 respectively. In other words, the accuracy in the second case is a six
per cent better than in the first one. This normalization will permit us analyze
which values of p yield better accuracy with respect to the base classifier.

Standard bagging is the case when p takes the value 1. The obtained databases
are diverse and this is one of the causes of the expected better performance. But,
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is this gain in performance uniform over all the interval? Our results show that
it is not the case, and that beyond p = 0.5 there are no noticeable gains, being
the most important shifts around p = 0.15 and p = 0.25. This means that small
diversity between samplings could lead to similar results than the big diversity
that bagging produces.

After normalization, each database would have associated a performance (typ-
ically between 0.9 and 1.1) to every value of p; this performance is the result of
the 10-fold crossvalidation as explained in the previous section. After applying
linear regression, we obtained the results shown below.

Fig. 3. Regression line for values of p between 0 and 0.25: y = 0.0763x + 1.0068

In every figure, the X axe is p, while Y is the normalized performance. In
Figures 3, 4, 5 and 6 are shown the results in the intervals (0, 0.25), (0.25, 0.5),
(0.5, 0.75) and (0.75, 1), respectively. In every interval, the normalization has
been carried out with respect to the lower limit of the interval. This has been
made to make clear the gains in that interval.

Observing the slope of the regression line, we note that the bigger gains are
in the first interval. In the second one, there are some gains, but not at all in the
same amount than in the first one. In the two last intervals the gains are very
small, if any.

Let us note too that this means that the cloud of points in Figure 3 is skewed
towards bigger performance values than the clouds depicted in Figures 4, 5 and
6. The extreme lower values in Figure 3 are around 0.95, while in the other
intervals appear some values below that limit. This means the chances of an
important drop in performance are much smaller than the opposite.

With respect to Figure 4, where some perceptible gains are still achieved, it
is observed that performances below 0.92 are extremely rare, while in Figure 5
appear a higher amount of them. In Figure 6, apart from a unique extreme case
below 0.90, the frequency of appearance of performances below 0.92 is very rare
too. More detailed analysis is needed to distinguish true patterns behind this
data from statistical fluctuations.

From these data it looks as if with little diversity it is possible to achieve the
same results than with bagging. In Figure 7 it is drawn the result of a polynomial
regression of sixth degree. It shows that values close to the maximum are around
p = 0.15.
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Fig. 4. Regression line for values of p between 0.25 and 0.50: y = 0.0141x + 0.9951

Fig. 5. Regression line for values of p between 0.50 and 0.75: y = 0.0008x + 0.9969

Fig. 6. Regression line for values of p between 0.75 and 1: y = −0.0004x + 1.0017

Fig. 7. Sixth grade polynomial regression for values of p between 0 and 0.25
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5 Conclusions and Further Work

In this paper we have defined a generalization of sampling that includes sampling
with and without replacement as extreme cases. This sampling has been applied
to the bagging algorithm, in order to analyze its behavior. The results suggests
that ensembles with less diversity than those obtained applying bagging could
achieve similar performances.

The analysis carried out in previous sections has been made over the accu-
mulated data of all the 41 databases, so another line of research could consist of
detailed analysis of performance over any given database. In this way, it could
be possible a characterization of databases for which improvements in the in-
terval (0, 0.25) are more noticeable and, in the other hand, databases for which
improvements are achieved in intervals different than (0, 0.25). Let us note that
the above results have been obtained putting together the 41 databases, so it is
expected that some databases will behave different than the main trend; in some
cases they will be against the main behavior, and in others their results will be
in the same line, but much more marked.

As further work, a better analysis of the interval (0, 0.25), where the most
dramatic changes occur, would be of interest.

A study of the value of similarity measures when applied over the ensembles
obtained with different p values would be desirable too, along with theoretical
work.
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Abstract. The multiplication of execution contexts for multimedia documents
requires the adaptation of the document specification to the particularities of the
contexts. In this paper, we propose to apply a semantic approach for multimedia
document adaptation to the spatio-temporal dimension of documents. To guar-
antee that the adapted document is close to the initial one respecting adapta-
tion constraints, we define proximities for adapting static documents (i.e., doc-
uments without animations) and animated documents. Moreover, we show that
these proximities can be refined according to multimedia object properties (e.g.,
images, videos. . . ). The approach is illustrated by an example.

Keywords: Knowledge representation and reasoning, semantic adaptation.

1 Introduction

With the proliferation of heterogeneous devices (e.g., desktop computers, personal dig-
ital assistants, mobile phones, setup boxes. . . ), multimedia documents must be adapted
under various constraints (e.g., small screens, low bandwidth. . . ). [1] proposed a seman-
tic approach for multimedia document adaptation. This approach does not deal with the
semantics of the document content, but with that of its composition. It mainly con-
sists of specifying semantic relations between multimedia objects, and then providing
adapted documents, which are close to the initial one respecting adaptation constraints,
by transforming these relations if necessary. This framework has been applied to the
temporal [1] and spatial [2] dimensions of multimedia documents.

This paper goes one step further by combining the temporal and spatial dimensions
of documents. We aim at adapting multimedia documents along their spatio-temporal
dimension. The key idea of the paper is not only to apply the adaptation approach
to an additional dimension, but mainly to define new metrics in this context denoting
proximities between documents. Thus, we define spatio-temporal proximities for static
documents (i.e., without animations) and animated documents. Moreover, we refine
these proximities according to multimedia object properties (e.g., images, videos. . . ).

The organization of the paper will be as follow. Section 2 is devoted to multime-
dia document specification. We present a multimedia document example and show
its spatio-temporal dimension. Section 3 introduces the multimedia document adapta-
tion problem and motivates the semantically grounded adaptation approach. Section 4
presents a spatio-temporal representation on which we define, in the following sections,
proximities. Section 5 presents a semantic framework for multimedia document adap-
tation and its extension to handle the spatio-temporal representation. We define metrics,
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denoting proximities, for static and animated documents. Section 6 refines these metrics
according to multimedia object properties.

2 Multimedia Document Specification

Multimedia documents are defined by their temporal, spatial, logical and interactive di-
mensions [3]. This paper primarily focuses on the adaptation of multimedia documents
along their spatio-temporal dimension. The organization of such a document over time
and space is presented in Fig. 1. The example is a multimedia presentation of a box-
ing match ”Jake La Motta vs. Sugar Ray Robinson” which took place at the Chicago
Stadium on February 14th 1951. The presentation is composed of various multimedia
objects: a video of the match, the speech of the speaker, the name of one of the boxers
and his different results. Each of these objects is organized over time. For instance, the
video of the match starts at second 0 and ends at second 44. The name of one of the
boxers appears at second 3 and disappears at second 8. . .

Visible objects are organized over space. In this example, they are represented by a
rectangle defined with an origin point (in this case it is the upper left point), a height and
a width. For instance, the object Name has 226 pixels width, 30 pixels height and an
origin point situated at (90, 250). The object Results has 100 pixels width, 110 pixels
height and an origin point situated at (280, 10). . .

Match

Results

Name�
0

t(s)

Match

44

Speech

40

Results

105

Name

3 8

Fig. 1. Boxing match (left), temporal (middle) and spatial (right) dimensions

Such descriptions are exact and quantitative since they define exactly the presentation
of each multimedia object. This information is sufficient for playing the document:
only one possible execution of the document corresponds to each exact quantitative
representation.

The dimensions of multimedia documents are only seldom specified in this exact
way because it is more convenient for the author to leave the interpretation of the speci-
fication to the machine as long as the author intention is clearly expressed and satisfied.
Expressing the purely qualitative relations between multimedia objects leads to non-
precise specifications, e.g., the name is presented during the match or the results are
presented above the name. . .

There are several languages for specifying multimedia documents with different
ways of describing the temporal and spatial dimensions. For example, SMIL [4] uses
both qualitative and quantitative relations, while Madeus [5] uses qualitative relations.
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3 Multimedia Document Adaptation

A multimedia document may be played on different devices with different capabili-
ties: phones, PDAs, desktop computers, setup boxes, etc. These introduce different con-
straints on the presentation itself. For instance, display limitations (e.g., mobile phones)
can prevent overlapped visible objects to be displayed at a time for visibility reasons.
This constraint had already been identified in [6]. However, they focused their works
on multimedia document authoring instead of multimedia document adaptation. Other
constraints may also be introduced by user preferences, content protection or terminal
capabilities [7]. The set of constraints imposed by a client is called a profile.

To satisfy these constraints, multimedia documents must be adapted, i.e., transfor-
med into documents compatible with the target contexts before being played. Several
kinds of adaptation are possible, such as local adaptation (i.e., adaptation of media
objects individually) and global adaptation (i.e., adaptation of the document structure).
This paper will focus on the latter.

The adaptation is then usually performed by a program transforming the document,
e.g., [8]. It could be implicit, if we have alternative solutions. Nevertheless, it is neces-
sary to know in advance the different target profiles. Adaptation could also be explicit,
i.e., using the semantic of the document. Qualitative specifications are central to this
process as they enable more efficient adaptation by providing more flexibility. In the
next section, we present a qualitative spatio-temporal representation.

4 A Qualitative Spatio-temporal Representation

We consider a set of spatio-temporal relations as a set of pairs 〈rT , rS〉 where rT is a
temporal relation from the set T (rT 	= ∅) and rS is a spatial relation from the set S
(rS is possibly empty, e.g., in Fig. 1 the Speech has no spatial relation with the other
multimedia objects). In this paper, T is the set of Allen relations [9]:

relation (r): x r y x / y inverse: y r−1 x
before (b) (bi) after
meets (m) (mi) met-by
during (d) (di) contains

overlaps (o) (oi) overlapped-by
starts (s) (si) started-by

finishes (f ) (fi) finished-by
equals (e) (e)

S is the set of RCC8 relations [10] presented in Fig. 2.

5 Spatio-temporal Multimedia Document Adaptation

In section 5.1, the general adaptation approach of [1] is presented. Section 5.2 defines
spatio-temporal proximities between documents, and used these proximities for multi-
media document adaptation. Section 5.3 considers animated documents.
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Fig. 2. The RCC8 relations

5.1 The General Approach

In [1], a semantic approach for multimedia document adaptation is defined. This ap-
proach interprets each document as the set of its potential executions (i.e., related to
the initial document) and a profile as the set of possible executions (i.e., respecting
adaptation constraints). In this context, “adapting” amounts to find the set of potential
executions that are possible. When none is possible, the goal of adaptation is to find
executions as close as possible to potential executions that satisfy the profile.

We consider both the multimedia document specifications and the profiles as a set
of relations holding between multimedia objects. The potential and possible executions
are ideally represented by relation graphs.

Definition 1 (Relation graph). A multimedia document specification s = 〈O, C〉 rel-
ative to a set of executions, with O the set of multimedia objects and C the set of con-
straints between the elements of O, can be represented as a complete directed labeled
graph gs = 〈N, E, λ〉, called a relation graph. The elements of O are in bijection with
those of N and λ : E → 2R is a total function from the arcs to the set of relations (here
R = T × S) such that for each x r y ∈ C, λ(〈x, y〉) ⊆ r.

Fig. 3 presents two relation graphs. Each node corresponds to a multimedia object and
each arc is labeled by a set of spatio-temporal relations (inverse relations are not noted).
The potential executions (left) include, in particular, the execution of Fig.1 (i.e., the
initial document). The possible executions (right) correspond to the following profile:
overlapping visible objects are impossible at a time. It may occur that some potential
relations are not possible.

In this context, adapting consists of finding a set of relation graphs corresponding to
possible executions (i.e., respecting adaptation constraints) at a minimal distance from

Match
{〈si,∅〉} ��

{〈di,NTPPi〉}

��

{〈di,NTPPi〉}

������������������������� Speech

{〈di,∅〉}

��{〈di,∅〉}������������������������

Results {〈oi,DC〉}
�� Name

Match
{〈si,∅〉,〈di,∅〉,〈oi,∅〉...} ��

{〈di,EC〉,
〈mi,NTPPi〉,
〈m,NTPPi〉...}

��

{〈di,EC〉,〈mi,NTPPi〉,
〈m,NTPPi〉...}

�������������������������������� Speech

{〈di,∅〉,〈si,∅〉,
〈fi,∅〉...}

��{〈di,∅〉,〈si,∅〉,〈fi,∅〉...}��������������������������������

Results {〈oi,DC〉,〈oi,EC〉,〈mi,DC〉...}
�� Name

Fig. 3. Potential (left) and possible (right) executions
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the relation graph of potential executions (i.e., the initial document specification). This
set of relation graphs is thus called adapted relation graphs solutions.

We consider that the proximity between two relation graphs is based on the variation
of the relations labeling the edges of the graphs. It takes advantage of the conceptual
neighborhood structure between relations denoting their proximity. This structure is
usually represented by a conceptual neighborhood graph. Two conceptual neighborhood
graphs are presented in section 5.2 (Fig. 4).

Thus, a conceptual neighborhood distance δ between two relations is computed from
their shortest path distance in the conceptual neighborhood graph. Moreover, a distance
d between relation graphs is obtained by summing up all the conceptual neighborhood
distances between relationships used in both relation graphs (Def. 2).

Definition 2 (Conceptual neighborhood distance between relation graphs).

d(λ, λ′) = Σn,n′∈NMinr∈λ(〈n,n′〉), r′∈λ′(〈n,n′〉)δ(r, r′)

This approach has been fully defined for the temporal and spatial cases. Our goal is
to define a similar procedure applying to the spatio-temporal dimension of multimedia
documents. Thus, defining spatio-temporal proximities.

5.2 Spatio-temporal Proximities

To find a relation graph respecting adaptation constraints as close as possible to the rela-
tion graph corresponding to potential executions, proximities between spatio-temporal
relations are defined. Proximities between Allen and RCC8 relations (resp., Fig. 4(a)
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f���
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(a) Conceptual neighborhood graph of Allen relations.
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Fig. 4. Conceptual neighborhood Graphs
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and Fig. 4(b)) have already been introduced and represented in conceptual neighbor-
hood graphs in [11] and [10], respectively.

Thus, to compute a spatio-temporal metric based on these conceptual neighborhood
graphs, we propose to use a graph product between them. Fig. 5 presents a part of the
graph product between Fig. 4(a) and Fig. 4(b).
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. . .
×

b��
��

m��
��

o��
��

. . .
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...
...

...

Fig. 5. Graph product between Fig. 4(a) and Fig. 4(b)

Thanks to the conceptual neighborhood graph of Fig. 5, a conceptual neighborhood
distance δ between two spatio-temporal relations is computed from their shortest path
distance. In this section, each branch is weighted by 1. We will see, in section 6, that
this weight can be different on each arc depending on multimedia object properties.

To compute adapted relation graphs solutions (section 5.1), we propose to gener-
ate, with the Nebel backtracking algorithm [12], all consistent relation graphs from the
relation graph corresponding to possible executions, and select those which are at the
minimal distance of the relation graph corresponding to potential executions.

For example, Fig. 6 (left) is an adapted relation graph solution computed from the re-
lation graph of Fig. 3 (right). We indicate on Fig. 6 (left) each conceptual neighborhood
distance δ from the relations used in the initial document specification of Fig. 3 (left).
Its global conceptual neighborhood distance d from Fig. 3 (left) is 6 (3+3) which is the
minimal distance. Next to the adapted relation graph solution of Fig. 6, a corresponding
possible execution is presented.
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�� Name
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t(s)

Match
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40

Results

105
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Fig. 6. An adapted relation graph solution (left) and one of its possible execution (right)

In the following section, animated documents (i.e., moving documents) are con-
sidered. Thus, we extend both the spatio-temporal representation and the proximity
metric.
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5.3 Spatio-temporal Proximities for Animated Documents

A multimedia document can be composed of animations, i.e., visible objects can move
during their presentation. Hence, a spatio-temporal relation r = 〈rT , rS〉 between two
multimedia objects can be composed of several spatial relations.

A straightforward encoding of the animation between two multimedia objects could
consist of specifying rS as an ordered list of spatial relations, i.e., r = 〈rT , r1

S → . . . →
rn
S〉. However, with this encoding, it is difficult to identify when a particular object hides

another one at a time because we consider a global temporal relation and several spatial
relations. For example, suppose Fig. 7 with Results{〈oi, DC → EC → PO〉}Name.
It is difficult to identify if Results PO Name (where Results hides partially Name)
at a time. If Name is played from second 3 to 8 and Results from second 5 to 10, do
the objects hide partially between second 5 and 8 or not.

Thus, we propose an encoding that relies on a spatio-temporal partition of the ani-
mation. As an example, Fig. 7 presents this spatio-temporal partition.

p2p1

p2’p1’

Name

Results
Multimedia objects

Spatio−temporal partition: Name {r’} Results  

Spatio−temporal partition: Results {r} Name 

3 5 108
t(s)

Match

Name

Results

Fig. 7. The spatio-temporal partitions (left) describing the animation (right)

The global spatio-temporal relation r between two objects A and B is encoded by
successive spatio-temporal relations denoting the animation, i.e., r = r1 → . . . → rn

where n is the number of temporal interval of the spatio-temporal partition. Each tem-
poral interval pi of the partition is related to the first object A (e.g., Results) and has
a spatio-temporal relation ri = 〈rT , rS〉 with the second object B (e.g., Name). With
this encoding, we have to ensure that each temporal interval of the partition pi+1 imme-
diately follows in time pi. Note that we also have to consider inverse relation in relation
graphs because, with this encoding, it could happen that (A {r} B) 	= (B {(r)−1} A).

For example, suppose Fig. 7 with Results{〈f, EC〉 → 〈mi, PO〉}Name. There are
two temporal intervals p1 and p2 in the spatio-temporal partition. The former specifies
that Results〈f, EC〉Name. This temporal interval is immediately following in time by
the latter specifying that Results〈mi, PO〉Name. In this case, it is possible to identify
if Results PO Name during they are played in parallel or not. Moreover, r′ 	= (r)−1,
e.g., Name{〈m, DC〉 → 〈s, EC〉}Results denoted by p1′ and p2′.

Computing spatio-temporal proximities over this kind of relations is quite similar
to the approach explained in section 5.1. The conceptual distance d between relation
graphs, as defined in Def. 2, is thus extended to take into account the list of spatio-
temporal relations.

Definition 3 (Conceptual distance between spatio-temporal relation graphs).

d(λ, λ′) = Σn,n′∈NMinr∈λ(〈n,n′〉), r′∈λ′(〈n,n′〉)Σ〈t,s〉∈r,〈t′,s′〉∈r′δ(〈t, s〉, 〈t′, s′〉)
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Unfortunately, our spatio-temporal representation has limitations. Since we manipulate,
in this paper, Allen relations, our spatio-temporal encoding of animations does not allow
to identify spatial events during an instant, e.g., rebounds. However, we can manage
this problem by using other representations based on points and intervals, e.g., [13],
and defines proximities over these representations.

Spatio-temporal proximities between static and animated documents have been de-
fined in the context of adapting multimedia documents. We propose in the next sec-
tion to refine these proximities for providing appropriate adapted solutions according to
multimedia object properties.

6 Refining the Spatio-temporal Proximities

A multimedia object have properties, such as its media type (e.g., text, image, audio,
video), its shape. . . The multimedia document adaptation should compute close adapted
documents respecting adaptation constraints according to these properties.

As far as time is concerned, we could consider that texts and images are elastic
objects, i.e., we can easily stretch or reduce their presentation. On the other hand, audios
and videos are rigid objects, i.e., they have an intrinsic execution time. When adapting
a multimedia document it could be beneficial to propose adapted solutions that only
deform elastic object and preserve rigid ones.

Thanks to these multimedia object properties, spatio-temporal proximities can be
refined by using appropriate conceptual neighborhood graphs. As explained in [11],
conceptual neighborhood graphs have different structures (e.g., Fig. 4(a) and Fig. 8(a))
depending on the types of deformation of the objects involved. Thus, defining different
proximities between relations.

For example, if we consider two rigid objects A and B that are equal (e). The only
way to transform the relation between them is to move in time the objects without
changing their duration. Hence, having the relations overlaps (o) or overlapped-by (oi)
neighbor of the relation equals (e). Fig. 8(a) presents the conceptual neighborhood
graph of rigid objects.

On the other hand, if we consider two elastic objects A and B that are equal (e).
Suppose, it is only possible to deform one extreme point of one of the two objects. The
relations equals (e) and overlaps (o) are not neighbor anymore and other relations are
neighbor, e.g., starts (s) or finishes (f ) (Fig. 4(a)).

In a similar way, spatial conceptual neighborhood graphs can have different struc-
tures (Fig. 4(b) and Fig. 8(b)). For example, Fig. 4(b) considers circles deformation,
while Fig. 8(b) considers rectangles deformation (if we suppose that only one rectangle
can be deform horizontally or vertically).

Note that when two objects are compared with different properties, e.g., a rigid
and an elastic object, we propose to merge the two conceptual neighborhood graphs
in a single one, i.e., adding all neighborhood relationships used in both neighborhood
graphs.

Moreover, we have consider in section 5 that all neighbor relations have a distance
δ = 1. Conceptual neighborhood graph branches can be weighted differently. For ex-
ample, suppose two images that overlaps in time. Suppose, they have such property that
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Fig. 8. Other conceptual neighborhood graphs

they are related to each other. It is more appropriate to display these images together,
hence having the weight between the relation overlaps (o) and the neighbor relations
starts (s) and finished-by (fi) greater than the neighbor relation meets (m) (even if the
relations s, fi and m are neighbors of o, Fig. 4(a)).

All these conceptual neighborhood graph structures imply different structures of the
spatio-temporal neighborhood graph (Fig. 5). Hence, refining the spatio-temporal prox-
imities and the multimedia document adaptation.

7 Conclusion

Combining the temporal and spatial dimensions of multimedia documents, we define
proximities between spatio-temporal relations. These proximities are used in a semantic
approach for adapting multimedia documents along their spatio-temporal dimension,
thus providing adapted documents close to the initial one respecting adaptation con-
straints. Moreover, we extend the spatio-temporal representation and the metrics to take
into account animations. Finally, we refine the spatio-temporal proximities according
to multimedia object properties.

In the future, we plan to apply the adaptation framework to other dimensions, espe-
cially the logical and interactive ones. We thus have to define new metrics denoted prox-
imities between multimedia documents. Moreover, we also want to apply the spatio-
temporal adaptation approach to standard multimedia description languages, e.g.,
SMIL. As proposed in [2], translation functions from SMIL documents to the spatio-
temporal representation and vice versa have to be specified to apply the semantic adap-
tation approach.
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Abstract. In daily life, description and location of certain objects on the web 
are much dependent on color names. Therefore, a maturely-implemented 
matching subsystem for color descriptions will certainly facilitate web applica-
tions in the domains concerned, such as image retrieval, clothing search, etc. 
However, both keyword matching and semantic mediation by the current on-
tologies are confronted with difficulties in precisely evaluating the similarity 
between color descriptions, which requests the exploitation of “deeper” seman-
tics to bridge the semantic gap. What with the inherent variability and impreci-
sion characterizing color naming, this paper proposes a novel approach for de-
fining (1) the fuzzy semantics of color names on the HSL color space, and (2) 
the associated measures to evaluate the similarity between two fuzzified color 
descriptions. The experimental results have preliminarily shown the strength of 
the deeper semantics surpassing the ability of both keywords and WordNet, in 
dealing with the matching problem of color descriptions. 

Keywords: Matching Color Descriptions, HSL Color Space, Fuzzy Colors, 
Fuzzy Color Similarity, Color Difference Formula. 

1   Introduction 

Color is one of the features that the human brain memorizes the most [1]. People rely 
heavily on color names to describe and locate certain objects, e.g. color images [2, 3], 
flowering plants [4, 5], clothing commodities, etc. Therefore, a maturely-implemented 
matching subsystem for color descriptions will certainly facilitate web search applica-
tions in the domains that are concerned. However, by traditional keyword matching, it 
is hard to predict that “crimson” and “ruby” share almost the same meaning as “deep 
red”. Subsequently, the emergence of semantic mediation techniques, such as the 
adoption of an ontology (e.g. WordNet [6]), helps people to unify the semantics of 
color terms by concepts (e.g. synsets in WordNet). Nevertheless, it is still difficult for 
such an ontology to tell the difference among color descriptions like “Turkey red”, 
“deep red” and “orange red”, because all of them are immediate subconcepts of “red” 
and there is no more information provided to distinguish them. The ultimate way we 
believe to tackle this issue is to match color descriptions by “deeper” semantics, the 
semantics defined on certain color space models. 

On color spaces, color difference formulae are most often used to define the  
similarity between two colors (a rather comprehensive review can be found in [7]). 
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However, a multiplicity of uncertainties are presented in color descriptions mainly 
because of the subjective and context-sensitive nature of color [8]. Hence, it is quite 
unlikely that different people would map the same color name to a single color point 
in different applications. To achieve shared understanding for semantic integration, it 
asks for the incorporation of fuzzy semantics of colors in similarity evaluation. 

Gärdenfors claims that color terms correspond to convex regions on the color space 
[9]. Similar thoughts can be found in separate researches by [3] and [5] in which the 
semantics of each color term is represented by a range triplet on the three dimensions 
of a chosen color space. In our opinion, however, the range triplets fail to reflect the 
intuition that the central points of the regions would be more representative than the 
peripheral ones. Fuzzy colors, i.e. colors that are defined on fuzzy sets, have been 
well researched in the academia of CBIR (Content Based Image Retrieval) [10, 2]. 
With the aid of membership functions, fuzzy color similarity can be evaluated. How-
ever, in CBIR, it is the similarity between two color points (e.g. colors of pixels from 
two images) that is primarily investigated, through their membership grades to several 
designated fuzzy colors, respectively. Differently, when we match color descriptions 
(other than pixels in images), the number of fuzzy colors in the system is arbitrary. 
Furthermore, two color regions, denoted by two color descriptions, respectively, are 
actually being compared, which requests the design of new similarity measures. 

Targeting the above objectives, this paper proposes a new approach for matching 
color descriptions, featuring: 

1. The membership function for an arbitrary fuzzy color, either achromatic 
(i.e. “black”, “white” and all shades of “gray”) or chromatic (the opposite to achro-
matic), as the composite of all the three component membership functions on the HSL 
color space (a prominent perceptual color space, see Section 2 for more details); 

2. The evaluation of similarity between fuzzified color descriptions, according 
to the membership functions defined, for different combinations of the queried color 
and the color in the resource repository (hereinafter “the resource color”) belonging to 
the two categories of the chromatic and the achromatic. 

The experimental results have preliminarily shown the strength of the deeper se-
mantics surpassing the ability of both keywords and WordNet, in dealing with the 
matching problem of color descriptions. 

The remainder of this paper is organized as follows. Section 2 briefly introduces 
the color spaces we are concerned. The fuzzified representation of color semantics is 
defined in Section 3, while the similarity between two fuzzy colors defined in Section 
4. Section 5 presents a brief introduction of the prototype system and an analysis of 
the preliminary experimental results. Related work is discussed in Section 6. Section 
7 concludes the whole paper and gives several interesting topics for further research. 

2   Color Spaces 

The most commonly used color space to represent colors on web pages or printing 
materials may be RGB. In this space, each color is represented by three independent 
dimensions, namely Red (abbr. R), Green (abbr. G) and Blue (abbr. B). Usually, the 
value on each dimension falls into the range between 0 and 255. For example, “black” 
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is assigned (0, 0, 0), “white” is assigned (255, 255, 255), and all shades of “gray” is 
located on the diagonal from “black” to “white”, characterized as R = G = B. The 
other points in the cube depict chromatic colors (Figure 1(a)). 
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Fig. 1. The two color space models concerned in this paper: (a) RGB; (b) HSL 

Despite its popular application in human life, RGB is also widely accepted as a 
color space not perceptually uniform to human vision [2, 5, 7, 10]. This paper focuses 
on color representation defined on the HSL space [11] which is believed to be close to 
the physiological perception of human eyes, and furthermore possesses easy-and-clear 
transformation from the RGB space (refer to [10]) as well as a conveniently realizable 
color difference formula (see equation (7) in Section 4.1). However, we also believe 
that our design rationale can be transferred to other perceptual or perceptually uni-
form color spaces by meticulous definition. 

The HSL space tries to decompose colors according to physiological criteria as Hue, 
Saturation and Luminance. Hue (abbr. H) refers to the pure spectrum colors and corre-
sponds to dominant colors as perceived by a human. It is an angle that takes a value 
between 0 and 360. Saturation (abbr. S) corresponds to the relative purity or the quantity 
of white light that is mixed with hue, while luminance (abbr. L) refers to the amount of 
light in a color. Both of them are in the form of ratio and are thus within the interval of 
[0, 1]. Figure 1(b) depicts the HSL color model. The points on the L-axis with H unde-
fined and S = 0 denote achromatic colors, while the remaining the chromatic. 

3   Representation of Fuzzy Colors 

In the literatures concerning fuzzy colors [10, 2], trapezoidal membership function is 
usually employed to model each separate dimension of a fuzzy color (Figure 2): 
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Fig. 2. The membership degree of the fuzzy (a) H; (b) S; (c) L 
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(1) 

After the fuzzy sets of S and L are defined, we use them to compose the fuzzy set 
of tone (denoted as T), i.e. the S-L plane. After investigating the set of transformation 
formulae from RGB to HSL [10], we can observe that the definition of S is dependent 
on L, which forms a triangular area (Figure 3(a)). In other words, the composite result 
of S and L is situated inside this triangular area, while the outside never appears in this 
color system. Thus, according to the operation of the algebraic product (enlightened 
by [10]) and associated with a two-valued function fT, the fuzzy set of T can be de-
fined as: 
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We further define the membership function for the fuzzy set of a chromatic color 
as the algebraic product of the membership grade of H and that of T. 

),()(),,( lshlsh
jkix THCC µµµ ⋅=  (3) 

Now, each chromatic color CCx is mapped to a cake-like closed region on the HSL 

space with 
xCCµ  as the membership function defining the fuzzy set on the “cake” 

(Figure 3(b)). 
As to an achromatic color, its H is undefined and S = 0, so its membership function 

is measured only by the membership grade of L. 

)()( ll
ky LAC µµ =  (4) 

Each achromatic color ACy is mapped to a line segment located on the L-axis of the 

HSL space with 
yACµ  as its membership function (Figure 3(b)). 
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Fig. 3. The representation of fuzzy colors: (a) the tone plane; (b) a chromatic color – a “cake”, 
and an achromatic color – a line segment 
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4   Similarity Between Color Descriptions 

In the field of CBIR, the crisp color of each pixel in an image can be represented by 
its membership degrees to a set of fuzzy colors, and then the similarity between two 
colors is determined by these membership degrees. A typical fuzzy similarity measure 
is defined as: 
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(5) 

where 
1

~
C  and 

2

~
C are the fuzzy representation of two crisp colors C1 = (h1, l1, s1) and 

C2 = (h2, l2, s2), respectively, with respect to a group of fuzzy colors Cij with 
ijCµ  as 

their membership functions [10]. 
As mentioned in Section 1, in our proposed approach, the comparison is not be-

tween two color points (e.g. 
1

~
C  and 

2

~
C  in equation (5)), but between two color de-

scriptions (e.g. two different Cij’s), namely two sets of color points. Taking the hue 
dimension as an example (though the three dimensions of the color space are inte-
gral [9] and should actually be considered as a whole during color matching), we 
exemplify as follows how the similarity between color descriptions is measured 
(Figure 4). 

 

Fig. 4. The comparison between two color descriptions (on the hue dimension) 

Intuitively, the conjunction (overlap) of two colors is taken as a certain region on 
the color space that can be said to be either of the two colors. If they are identical, the 
overlap reaches its maximum (i.e. the same in size as each of them); when they are 
disjoint (e.g. two complementary colors), the overlap is the minimum (i.e. zero), 
which means they share no object at all. Hence, we believe that the overlap of two 
colors on the color space can be adopted to evaluate how similar they are to each 
other. 

It should also be noted that in fact we define the similarity measure as asymmetric: 
we are measuring how much the resource color matches (namely, is subsumed by) the 
queried one, but not the reverse. Therefore, the similarity measure is given the form as 
the ratio of the overlap to the resource color. 

In the following text, we explore the discussion of our fuzzy color similarity by 
three categories: chromatic color vs. chromatic color, achromatic color vs. achromatic 
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color and chromatic color vs. achromatic color, according to the different characteris-
tics between the two types of colors shown in Section 3. 

4.1   Chromatic Color vs. Chromatic Color 

As analyzed above, if two chromatic colors overlap on the color space, the degree to 
which they overlap each other can be used to measure their similarity. Otherwise, we 
turn to investigate the distance between them: taking the closest two points selected 
from the two fuzzy colors respectively, we regard the distance between them as the 
minimum cost of rotation and/or move to make the two fuzzy colors overlap. 

1. Derived from the definition in Section 3, only when two chromatic colors have 
overlap on each dimension will they overlap on the color space (Figure 5). Special 
attention should be paid to the periodicity of H because it is an angle. 
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Fig. 5. Two chromatic colors have overlap on each dimension 

In this case, we define the overlap between the two colors as the ratio of two inte-
grals in the cylindrical coordinate system with s as the radius, h the angle and l the 
height: 
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where CCQ and CCR are the queried chromatic color and the resource chromatic color, 

with 
QCCµ  and 

RCCµ  as their membership functions, respectively. The integral in-

tervals [hb, he], [sb, se], [lb, le] in the numerator are the intervals where the two colors 
overlap on the H, S, L dimensions, respectively. The integral intervals [h3, h4], [s3, s4], 
[l3, l4] in the denominator are determined by the boundary of the resource color. If we 
take µCC as the function of “density”, equation (6) describes the ratio of the minimum 
“mass” of the closed region where the two colors overlap to the “mass” of the re-
source color. The value of overlap ranges between 0 (either of [hb, he], [sb, se] and [lb, 
le] is reduced to a point) and 1 (CCR is just the same as CCQ). 

2. If two chromatic colors have no overlap on each dimension (Figure 6): 
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Fig. 6. Two chromatic colors have no overlap on each dimension 

We turn to use the color difference formula on the HSL space to define the dis-
tance between the two colors: 

)cos(2),( 222 HssssLCCCCdistance RQRQRQ ∆−++∆=  (7) 

where ∆H and ∆L are defined as the distance on H and L, respectively, between the 
closest two points. Since it is not ∆S but the values of sQ and sR that affect the calcula-

tion of distance, we let (sQ, sR) = )}cos(2{minarg 22

,in   all
Hssss RQRQ

CCCCs RQ

∆−+ . 

It is not difficult to conclude that the minimum of distance is 0, while the maxi-
mum is 2, achieved when two saturated and complementary colors (∆L = 0, sQ = sR = 
1, ∆H = 180) are being compared. What’s more, the distance measure is symmetric. 

3. If two chromatic colors have overlap on either, but not all, of the dimensions 
(i.e. the combination of separate cases on H, S, L in 1 and 2), we calculate the dis-
tance according to equation (7) by designating ∆L = 0 for overlap on L, ∆H = 0 for 
overlap on H, and the valuation of (sQ, sR) in the same way as discussed above. 

Because the more distance two colors hold the less similarity they will have, we 
use the value of the opposite number of distance to measure their similarity. Thus, the 
similarity between two chromatic colors takes a value between -2 and 1 (from dis-
tance to overlap). 

4.2   Achromatic Color vs. Achromatic Color 

Achromatic colors have normal membership functions on the L dimension only. 
Therefore, determining the similarity between two achromatic colors is reduced to the 
measurement of their overlap or distance on L: 
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LACACdistance RQ ∆=),(  (9) 
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where ACQ and ACR are the queried achromatic color and the resource achromatic 

color, with 
QACµ  and 

RACµ  as their membership functions, respectively. The defini-

tion of other parameters is the same as in Section 4.1. The value overlap measures the 
ratio of the area shared by the two achromatic colors to that of the resource color, 
while the value distance measures the distance between the closest two points se-
lected from the two achromatic colors, respectively. 

The maximum of overlap is 1 when the two achromatic colors are totally the same, 
while the maximum of distance is also 1 (at the moment, the similarity is -1) when the 
two achromatic colors are just “black” and “white”. When the two achromatic colors 
share only one color point, both overlap and distance reach their minimum 0. There-
fore, the similarity between two achromatic colors ranges between -1 and 1. 

4.3   Chromatic Color vs. Achromatic Color 

Since each achromatic color is characterized as S = 0, the integral interval [sb, se] 
defined in Section 4.1 is either the point S = 0 or ∅ (i.e. no overlapping). Therefore, 
calculating the overlap between a chromatic color and an achromatic color always 
returns the result 0. Hence, we only observe the distance between such two colors. 
Because the distance measure is symmetric, we do not distinguish whether the achro-
matic color is the queried one or the resource one. 

Because the H of each achromatic color is undefined, we may take ∆H ≡ 0 when it 
is compared with a chromatic color (let the H of the achromatic color equal to that of 
the chromatic color). Thus, the distance is based on the tone plane only (Figure 7): 
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Fig. 7. The distance between a chromatic color and an achromatic color 

22),( SLACCCdistance ∆+∆=  (10) 

It takes a value between 0 and 2/5  (when the chromatic color is a saturated one 
and the achromatic color is “black” or “white”), so the similarity, as its opposite, 

ranges between 2/5−  and 0. 

5   Preliminary Experiments 

We collected color names together with the RGB values of the sampling points for 
each color from “The Mother of All HTML Colors”1, which can be taken as an open 
and collaborative color database. There were more than 11,650 entries of (Color 

                                                           
1 http://tx4.us/moacolor.htm 
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Name(s), RGB) pairs gathered. After all the RGB values were transformed into HSL 
values, multiple colors belonging to the same entry were split. For the fact that people 
seldom write query as “gray 1” or “57% vivid cold blue” (57% refers to its lumi-
nance), ordinal numbers and percentages in color names were removed. Finally, en-
tries with identical names but different HSL values were merged to construct the 
kernel of the membership function (i.e. the region in which the membership degree is 
1) for that color. As to the determination of the interval between the kernel and the 
border where the membership degree falls to 0, we use the heuristic that it equals to a 
fixed proportion to the length of the kernel (e.g. 10% in our current implementation). 
If the kernel is reduced to a single point, we specify the interval as the minimum of 
those for non-single-point kernels. We believe in this way it to some extent models 
the generalization-specialization relationships between colors, because more general 
color terms tend to possess longer kernels. All the above steps eventually led to about 
9,940 different fuzzy colors after their membership functions were defined. 

Here we present an example query “dark red” together with its results in a key-
word-based retrieval system, an ontology-based retrieval system and our prototype 
system, respectively. In the keyword-based system we implemented over the same 
color database, wildcard “*” is supported, and we assume the similarity returned is 
determined by the position where the wildcard occurs in a color description, i.e.: “* 
dard red” > “dark * red” > “dark red *” (intuitively, “* dark red” is still a certain 
kind of “dark red”, while “dark * red” is usually a kind of “red” with dark tone and 
“dark red *” could even be a non-red color dependent on what “*” represents). 
Hence, the ranking of the retrieved color names is as follows: 

“dark red” > “somewhat dark red”, “very dark red” > “dark brownish red”, “dark 
carmine red”, “dark dull red”, “dark faded red”, “dark grayish red”, “dark hard red”, 
“dark Indian red”, “dark lacquer red”, “dark mineral red”, “dark purplish red”, 
“dark weak red”, “dark yellowish red” > “dark red brown”, “dark red orange”, “dark 
red violet” 

In the ontology-based system, we adopt the similarity measure introduced in [12] 
to rank the concepts related to “dark red” in WordNet 2.12 in the order as: subcon-
cepts > the superconcept > siblings > siblings’ subconcepts (the principle behind this 
ranking order is that each subconcept of “dark red” is a “dark red” as well, but the 
semantic distance along the concept hierarchy continually increases when it travels 
from “dark red” to its superconcept and further to its siblings, and finally to its sib-
lings’ subconcepts). With the aid of hyponymy in WordNet, we obtain the ranking 
result as follows (each pair of braces denotes a synset in WordNet): 

{dark red}, {burgundy}, {claret}, {oxblood red}, {wine, wine-colored} > {red} > 
{sanguine}, {chrome red}, {Turkey red, alizarine red}, {cardinal, carmine}, {crim-
son, ruby, deep red}, {purplish red}, {cerise, cherry, cherry red}, {scarlet, vermilion, 
orange red} > {fuchsia, magenta}, {maroon} 

In our prototype system, the similarity between colors is calculated by overlap or 
distance on the HSL space. Table 1 depicts a part of the top-ranked (rank#1–30) color 
names and the ranking of the color names that are concerned in the above two systems 

                                                           
2 http://wordnet.princeton.edu/ 
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(except “chrome red” which cannot be found in the color database). It should be noted 
that here we skip some top-ranked color names, such as “overcooked sausage”, 
“Emergency!...Emergency!!”, etc., to make the result set more normalized. Each color 
cell corresponds to a defuzzification (e.g. Center of Gravity, namely the geometrical 
center of gravity of a given area, in our implementation, which is characterized by 
Gärdenfors as the most prototypical example [9]) of a certain fuzzy color, with the 
leftmost top as the reference color, i.e. “dark red”. 

Table 1. The retrieval result of the example query “dark red” in our prototype system 

ID Name Rank ID Name Rank ID Name Rank 
1 dark red #1 19 Turkey red #53 37 dark red orange #362 
2 carmine red #2 20 red #65 38 maroon #448 
3 dark brownish red #7 21 dark grayish red #73 39 oxblood red #471 
4 gaillardia red #8 22 cherry #74 40 dark hard red #492 
5 brownish carmine #10 23 cherry red #76 41 orange red #525
6 brownish red #11 24 dark dull red #77 42 claret #579 
7 Spanish red #12 25 carmine #108 43 dark purplish red #588 
8 vivid brown red #13 26 crimson #113 44 wine #690 
9 dark cherry #14 27 deep red #125 45 dark weak red #751 

10 tomato red #16 28 ruby #138 46 burgundy #878 
11 dark carmine red #17 29 sanguine #149 47 dark Indian red #1115 
12 Chimayo red #19 30 vermilion #154 48 dark mineral red #1115 
13 vivid lilac red #20 31 scarlet #177 49 dark red brown #1160 
14 dark faded red #24 32 somewhat dark red #189 50 magenta #1282 
15 Sultan red #25 33 dark yellowish red #239 51 fuchsia #1389 
16 alizarine red #29 34 cerise #247 52 dark red violet #2002 
17 cardinal #30 35 purplish red #275   
18 very dark red #34 36 dark lacquer red #322   

1       2       3       4       5        6      7       8       9       10     11     12     13    14     15     16     17     18

19     20     21     22     23     24     25     26     27     28     29     30     31     32     33     34    35     36 

37     38     39     40     41     42     43     44     45     46     47     48     49     50     51     52 

 

From Table 1, it can be observed that though keyword matching produces some 
good results, e.g. “dark brownish red”, “dark carmine red”, etc., it fails to retrieve 
many other color names that are perceptually, but not literally, similar to “dark red” 
(refer to the top-ranked color names in our system and their corresponding color cells) 
and it cannot avoid to retrieve irrelevant color names such as “dark red violet”. In the 
result set given by the ontology (WordNet), though its coverage on the color database 
is rather low, the siblings of “dark red” contain quite a few concepts that are literally 
distinct from but semantically close to it, e.g. “alizarine red”, “cardinal”, etc. Unfor-
tunately, the same collection also includes very irrelevant terms such as “orange red” 
(the reader may compare its color cell with the reference color). It might be argued 
that WordNet is a generic lexicon and thus not particularly designed for the color 
domain. However, we believe it is already enough for one to learn from the experi-
ment that merely adopting the concept hierarchy is not sufficient to determine color 
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similarity. Besides, we are planning to introduce the Getty Art and Architecture The-
saurus [13], an authoritative online color resource, and the CSIRO color ontology [14] 
if available online, which contains 12,471 classes together with “proper part of” rela-
tions between classes, to improve the quality of the validation experiment. 

From the above observations, we can conclude that color names ask for more per-
ceptual semantic representation than keywords and the current ontologies, and our 
proposed approach based on fuzzy colors on the HSL space preliminarily shows its 
strength in bridging this semantic gap. Currently, we are integrating the prototype 
system into a clothing search system to further evaluate its performance in a real  
application. 

6   Related Work 

Gärdenfors philosophically conjectures in [9] that colors are natural properties struc-
tured as convex regions in a conceptual space. Similar to this notion, Wang et al [5] 
represent the semantics of each color term by a cuboid space, defined by a range trip-
let on the three component measures of the HSL color model. However, they only use 
a color reasoner to perform subsumption checking, rather than similarity ranking. Liu 
and her colleagues [3] define a color naming model that also uses the combinations of 
value ranges on the three dimensions of the HSV color space (one that is very similar 
to HSL). Nevertheless, we think such range triplets are too rough-grained to precisely 
capture the fuzzy semantics of a color description. 

[2] indexes dominant color(s) of an image by a tree of classes consisting of funda-
mental colors/non-colors (H) and their colorimetric qualifiers (S and L) on the HSL 
space. Though fuzzy representation is concerned, they perform subsumption checking 
other than similarity measuring, so, like [5], the ranking of retrieved instances is not 
supported. In [10], membership functions of a set of fuzzy colors based on the HSL 
color space are first defined to represent the membership degrees of each pixel in an 
image to these fuzzy colors. Then, a fuzzy similarity measure is developed for evalu-
ating the similarity of fuzzy colors between two pixels. However, their work does not 
address achromatic colors. Moreover, our approach focuses on matching color names, 
which can be taken as collections of color points, other than matching pixels. 

7   Conclusion 

The conciliation of color semantics is crucial to the information integration from 
different data sources concerning color-related domains. Though color similarity 
measures are well researched in the realm of CBIR, little work is done on how to 
match two color descriptions while overcoming the defects in the current keyword-
matching and ontology-mediation techniques. In this paper, we propose a novel ap-
proach to define a unified membership function on the three dimensions of the HSL 
color space for both chromatic and achromatic colors, and a set of similarity measures 
to evaluate how well two color descriptions match each other. The experimental  
results have preliminarily shown the strength of our approach in matching color  
descriptions by exploiting their fuzzy semantics. 

There is still a lot of future work to follow. Composite colors are not rare in the 
derivation of colors, so we need to elicit membership functions for the descriptive 
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patterns as “Color_X-ish Color_Y”, “Color_X with touches of Color_Y” and so on. 
The proposed approach can be further assessed using quantified criteria, such as the 
precision-recall evaluation, in real applications. Last but not least, the topic of this 
paper has shown that numerical processing can be helpful to certain semantic har-
monization tasks that are beyond the capability of keywords and the current ontolo-
gies. We are expecting the experiments on other clothing features, such as size/length, 
material ingredient, etc., to further verify this thought. 
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Abstract. Managing emails from list-servs is an open problem that we
believe may be partially resolved by the introduction of a principled,
argumentation-based approach towards their representation. We propose
an argumentation ontology, called “Argontonaut,” which has been devel-
oped for the domain of standards-driven W3C mailing lists. We use the
extensible nature of RDF to fuse an argumentation-based approach with
one grounded in an issue-management system. We motivate our ontology
with reference to the domain and propose future work in this area.

1 Introduction

Anyone who is a member of a list-serv will know the problems that arise when
trying to organize or take part in a discussion that you may not have instigated
and has been on-going for a long period. In these cases, references will be made
to previous emails and arguments. As more and more important work happens
over email lists, it is crucial that the participants and organizers of the discus-
sion can track relevant arguments and their outcomes. However, this is far more
difficult than it needs be currently since no management software exists that
tracks emails at the level of argumentation. In this paper, we propose an argu-
mentation ontology that seeks to make the first step in solving these problems.
For our example domain, we focus on W3C (World Wide Web Consortium, a
Web standards body) mailing lists.

In particular, we look at the goal-driven and semi-structured debates of the
W3C Technical Architecture Group (TAG)1 list. This email list is used by the
TAG to accept, discuss, and resolve new issues. By “issue” we refer to a point
of contention that has been formally adopted by the TAG or a W3C Working
Group. To do this, the group takes an internal consensus to decide whether or
not the issue falls within their scope of activities and has not previously been an-
swered by other groups. Then the group, with input allowed from others through
the list-serv, debates the issue until consensus on a resolution by the group has
been found. While this issue-based system is structured, the email list is public
and so contains many discussions among a potentially large pool of people.
� Authors’ names appear in alphabetical order.
1 More information is available at http://www.w3.org/2001/tag/
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The TAG currently use an issue tracking tool, the Extensible Issue Tracking
System (EXIT) to record their own decisions.2 However, this tool does not keep
track of how the discussions on the listservs are connected to decisions in a prin-
cipled manner. In trying to represent this structure of justification for particular
actions, we have developed Argontonaut, an argumentation ontology (still in
its early stages of development) that has been developed for the list-serv domain.
This ontology may be used for other domains, and we discuss its extensibility
and future directions of this research.

2 Related Work

Argumentation is commonly construed as involving a way of organizing state-
ments in a way that allows for a structured justification of a particular position,
where statements are seen as essentially defeasible and perhaps also subjective
in some way. The representation of argument thus tries to expose how these
justifications are linked. Unlike proof arguments, an agent is not committed to
inferring a conclusion from a series of premises. But like proof arguments, one
can see the structure through which a particular conclusion may be obtained.
The modern study of argument was revived by Toulmin (1958) who investigated
what is involved in establishing conclusions in the production of arguments, and
modern argumentation schemes essentially derive from his attempts to represent
this process.

The development of Issue Based Information Systems (IBIS) springs from
work in the field of Computer Supported Collaborative Work (CSCW) by Rittel
and Webber (1973). IBIS is composed of three distinct entities, Issues, Posi-
tions and Arguments consisting of the relations supports, objects-to, replaces,
etc. (Buckingham Shum, 2003). An issue may be characterised in terms of a
position that an agent may take, and an argument an agent may put forward for
taking this position. In this way, issues may evolve in a manner which exposes
their continual reformulation depending on the context of use.

It is common to look at the process of argumentation as being characterised
by two distinct aspects: having arguments, which is where individuals collabora-
tively try to pursue disagreement and controversy, and making arguments, which
is the process of giving justifications and making inferences from this to come to
some form of action (O’Keefe, 1977; de Moorl and Efimova, 2004). We focus on
the latter of these, and view the process of argumentation as being in some sense
goal directed, where agents are working collaboratively to reach some shared ob-
jective by giving justifications for what it is they assert. Theorists also tend
to distinguish different types of argument dialogues into persuasive dialogues
involving conflicting points of view, negotiation, involving a conflict of interest
and a need for cooperation and deliberation, where there is a need to agree on
a course of action (Walton and Krabbe, 1995). In the domain of W3C mailing
lists, the type of dialogue we encounter predominantly involves deliberation.

2 More information available at http://www.w3.org/2003/12/exit/
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On the level of argumentation moves or points, there are a plethora of different
taxonomies to categorise different domains’ needs. Pragmaticians and cognitive
scientists talk about coherence relations, discourse analysts address discourse re-
lations and those interested in communicative purpose talk about dialogue acts
or speech acts. Seminal work by Mann and Thompson (1988) proposed Rhetor-
ical Structure Theory (RST), a theory of text organisation, in which text spans
(at the clausal level) are identified as being either a nucleus or a satellite, and
relations are posited linking satellites to nuclei according to definitions of the
rhetorical purpose of the text spans. RST posits informational and presenta-
tional rhetorical relations, where the former relate the content of the text spans
themselves, while the latter define relations in terms of the effect the text spans
have on the reader, so for example, concession is presentational while contrast is
informational. DAMSL, a dialogue annotation approach proposed by Allen and
Core (1997), goes on to distinguish dialogue acts on several levels, most notably
distinguishing between forward-looking functions relating the current dialogue
utterance to some future segment, e.g., information-request, and backward look-
ing functions like agreement.

Speech act theory is a form of conversational analysis which has been particu-
larly influential in CSCW. Winograd and Flores implemented speech act theory
in the Coordinator project (1986) to model email conversations. They propose
a general structure of conversation for action, which models conversations via
finite state machine transitions. The Coordinator project attempted to struc-
ture email by getting users to annotate the illocutionary force (i.e., conventional
interpretation of communicative action; Levinson, 1983) of emails, e.g., reject.
Our approach is quite similar to the Coordinator approach except that instead
of using speech acts, we use a hybrid between the rhetorical and speech act
approaches for argument.

We have decided to use as our basis ontology the Resource Description Frame-
work, a W3C Semantic Web standard (Manola and Miller, 2004). By using RDF,
we minimally constrain our ontology. RDF provides us with “triples” of subjects,
predicates (which can be constrained by domains and ranges), and objects, as
well as sub-classing. However, it is unable to provide us with negation, disjoint
classes, and other common formalisms. Yet for a formalization of a realm as no-
toriously informal as email communication, adopting a minimal formalism such
as RDF is a strength, not a weakness. Besides the obvious point that in the case
of W3C list-servs, the W3C is more likely to use a W3C standard than another
non-W3C standard, RDF provides the two technical advantages of extensibility
and a lack of contradiction via negation. In RDF, every statement is composed
purely of URIs (Uniform Resource Identifiers, as in http://www.example.com),
with each vocabulary item having its own globally unique URI. Any collection
of RDF statements can be thought as a graph, and these graphs can then be
merged by the trivial process of matching URIs. Any purely RDF “ontology”
can be extended to interoperate with any other RDF ontology automatically by
simply using vocabulary items from the two ontologies in a statement together.
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In this manner, our general purpose argumentation ontology can be expanded
to easily fit a large amount of domain-specific categories, such as in the W3C
process. We purposefully try to interoperate with two ontologies under devel-
opment. Firstly, the coWork ontology describing the W3C process by Sandro
Hawke, is still in its early stages and we re-use some of their more stable classes.3

The other, the SIOC ontology for social communication, is more well-developed
but does not cover list-serv communication in the detail needed, although we
explicitly reuse some of their classes.4 Secondly, RDF constrains us to using
URIs. While individual emails are given URIs (in the case of the W3C, by
the W3C’s list-serv management software), the individual “points” or textual
fragments within an email are not given URIs. So any given email is likely to
contain multiple points on possibly different arguments. Therefore, the ability to
“free-form” label emails without the use of logical constructs such as negation
is actually useful.

Our ontology has been informed by the analysis of list-serv communication,
the W3C process documents, and the advice of interested W3C members. It has
not yet been evaluated by a large study. However, in response to the needs of
this domain we have tried to use a sufficiently detailed number of constructs that
cover W3C process while at the same time minimizing the number of constructs
needed to be deployed by a user. It is also exceedingly unlikely users will use an
annotation tool to annotate their emails on the the sentence or paragraph level.
Therefore, it is critical than our formalism allow the individual URI of an email
message to be annotated with many different points on differing arguments,
even if they are “in contradiction” to each other. We are not modelling ideal
communication, but the more messy communication on email lists. In this regard,
the minimalist formal semantics of RDF is ideal, as well as a more “free-form”
style of annotation. However, the creation of easy-to-use email annotation tools
to help lift the cognitive load off the users would be of great use.

There has been relatively little work on argumentation ontologies for the Se-
mantic Web. The DILIGENT project proposes an argumentation ontology for
the Semantic Web to model engineering design decisions, and they advocate
decentralised and evolving collaborative ontology development. The main con-
cepts in their ontology are issues, ideas and arguments, which are represented as
classes. Ideas refer to how concepts should be formally represented in the ontol-
ogy and relate ontology change operations. Ideas respond to issues, and indicate
how they should actually be implemented in the ontology. Arguments debate
either a particular idea or issue. They exemplify domain experts proposing new
issues to be introduced into the ontology which are then argued over and for-
malised through concrete ideas. While this approach indicates how a distributed
group can achieve consensus in constructing a shared ontology, their ontology
does not extend neatly to modelling argumentation in emails, where there is not
necessarily (and most often not) the construction of a formal ontology as the
end result. Instead, the end result, if any, is more open-ended and may be prose,

3 Hawke’s ontology is available at: http://www.w3.org/2002/05/cowork/
4 Available at: http://www.rdfs.org/sioc/
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action items, software, and so on. Given the difference in their goals and ours, it
is perhaps not surprising that their ontology does not model these more general
purpose email discussions we are tying to model.

3 Argumentation in RDF

This ontology is designed to capture not just argumentation that occurs in emails
on the mailing list, but also reference to software, documents, meeting tran-
scriptions, and so on. We use the word “ontology” since we have formalized our
domain, although this word in the context of the Semantic Web usually refers to
ontologies built using OWL, a richer language built on top of RDF (McGuinness
and van Harmelen, 2006). All of the below are subclasses of the RDF standard
Resource class. Classes are listed in bold, while their properties are listed in ital-
ics, along with the domain and range of each property as the first and second
argument in parenthesis respectively. We will denote subclass relationships for
classes by indentation. Since our main area of interest for this paper is the prop-
erties of argumentation, we will first go over the main classes and properties of
Message. It is important to note that the heart of the argumentation arises via
the judicious use of the correct subclasses and properties of the Message class.
Every statement in our ontology is at some point grounded in an actual email
message.

– Message: corresponds to an email used in an argument.
• NewInfo: introduces new information, whether document, software,

topic or issue, etc.
• RequestInfo: asks specifically for information.
• StatePrinciple: abstracts away from current discussion to state general

principles.
• UseCase: puts forward a concrete use of a technology, a “use-case.”
• ProceduralPoint: brings up formal procedure, as for example when

calling for an official consensus may be needed to make progress.
• Example: uses exemplification to make a point.
• Topic: a discussion that has not yet been formalized or raised as an

issue.
∗ NewTopic: the first mention of a point for discussion.

A sample of fifty messages in our domain showed that messages (emails) tend to
be between 1 and 7 paragraphs long, and average to between 3 and 4 paragraphs
per email. This naturally means that the author makes several points in the
body of one message. This is quite reasonable given the interaction mechanism
of the email, which facilitates making all one’s points in one message and then
posting it, rather than making separate points in separate emails all successively
posted. For us, this means that emails should be annotated with multiple tags,
since presumably multiple points will have been made in a message, resulting
in a bundle of argumentation tags describing what was communicated in the
message rather than just one or two tags that define the a “single point” of the
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argument as is the tradition in argumentation. However we do not have the many
diverse relations we would otherwise have if we were annotating points rather
than emails, which significantly reduces both the annotation burden and the
bundle size of annotation tags. One benefit of this is a simpler taxonomy which
is more readable, since we expect 2 or 3 tags, maximum 5 per email, rather than
the 10-20 tags we would otherwise expect if we were annotating on the point
level. Given the goal of browsing a mailing list and interpreting argumentation
made in the emails, it makes more sense to annotate emails rather than points.

Implementation-wise, emails have URIs, which makes referring to them much
easier than to points, which would have to have URIs assigned or created. Worse,
users would be forced to use a custom annotation software to identify their
points, while simply labelling an email is much more simple. For example, some
at the W3C have suggested that users would be most comfortable annotating
their emails by including any annotation in the subject line of their response,
such as “[Disagree] CURIE Proposal” signifying a disagreement with a particular
proposal. We believe this is approximately the level of cognitive load that a
user would actually be capable of performing. However, for this to work there
needs to be a series of rules that fills in the “missing” URIs of predicates. In
the case of “disagree” it would be enough to simply automatically annotate it
to be in disagreement. However, for more detail it is also easy enough to use
the simple N3 notation in line in the text, which whom many members of the
W3C are already familiar.5 This technique is already being pioneered by the
the Semantic MediaWiki, which uses double square brackets to enclose RDF
statements (Volkel et. al., 2006).

The relationship refersTo is the “glue” that our argumentation ontology uses
to connect messages to each other. It can be distinguished from the cite relation-
ship, since the cite relationship refers to prose documents while refersTo connects
the more informal messages. It is different from the standard “Reply-To” header
since often messages refer to other messages not directly in the header, but
further back in the argument chain. The several different ways in which refer-
sTo works which are characterised by its sub-properties, which are given below.
These properties, combined with the classes given above, give the ontology the
power it needs to track arguments.

• refersTo(Resource, Resource) The root “referring-to” relationship.
• agree(Message, Message): in which the current message agrees with a previ-

ous message.
∗ supportingExample(Message, Example): A concrete example that sup-

ports the content of a message.
• disagree(Message, Message): the current message disagrees with a previous

email.
∗ modifyPoint(Message, Message): a reworking or changing of one aspect

of a previous message.
∗ counterExample(Message, Example): An example that contradicts the

content of a previous message.
5 Given in detail at http://www.w3.org/2000/10/swap/Primer.
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• provideInfo(requestInfo,NewInfo): shows the connection between a request
for information an answer.

One possible problem with our ontology is that it ignores the fact that ar-
guments by nature are dynamic, i.e. they evolve, as was argued above in the
context of IBIS. The initial argument stated in the position email of the thread
is rarely the same argument by the time two or three people have responded
to it. People by nature tend to reinterpret and qualify arguments much like in
the popular Chinese Whisper children’s game, in which what is whispered from
one person to the next is never the same thing at the end of the circle as at
the beginning. However, messages posted to the W3C mailing lists tend to stay
very much on topic, and qualifications rarely diverge from the topic. Also, since
all of our argumentation is grounded in concrete messages rather than abstract
points, to track the dynamics of the argument a user of the ontology merely has
to refer to the text of the message(s), which is easily accessible via the message
URI used by the ontology.

Agree and Disagree are usually thought to be mutually exclusive. This means
that they can’t both apply to the same message. Yet this type of relationship
can only be expressed in the richer OWL language and cannot be expressed
in RDF. However, this inability to formalize disjoint relationships is actually
useful. We know that it’s certainly reasonable for someone to play both the
devil’s advocate and advocate her own perspective regarding something under
discussion in the same email. More frequently, the author could agree with one
aspect of the preceding message while disagreeing with another aspect of the
message’s points.

4 W3C Process Ontology

While the argumentation ontology given in the previous section is broad enough
to be used in other domains, a domain ontology detailing the W3C process is
needed to demonstrate ontology-driven argumentation management. Wherever
possible we have explicitly imported coWork classes in order to promote ontology
re-use. While these classes are for the most part W3C-specific, general classes
such as Event are imported from other ontologies and so can be interoperable
with RDF Calendar and Semantic Web-based scheduling applications.6 The first
group of classes has to deal with the issue-tracking process of the W3C, and how
it interacts with the email list-servs and meetings.

• Issue: addresses topics that have been formally taken aboard the decision-
making process of the group. Within the domain of the W3C they may use
subclasses of Issue that distinguish them according to the stage of group
acceptance which applies to them.

∗ RaisedIssue: when an issue is raised formally before a group.
∗ AcceptedIssue: when an issue if brought before a group and they agree

to come to a decision on the issue.
6 RDF Calendar is a work in development available at www.w3.org/2002/12/cal/
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∗ DeclinedIssue: when an issue is brought before a groupe and they
decide the issue is beyond their scope.

∗ AnnouncedDecision: the official announcement of a decision on an
issue.

∗ AgreedDecision: an agreement, either through voting or consensus, of
a decision.

∗ ProposedDecision: the formal announcement of a proposed decision,
the beginning of a formal feedback cycle.

∗ ObjectionToDecision: a formal objection to a decision.
• Event: corresponds to a particular event, and is therefore owl:sameAs

(http://www.w3.org/2002/12/cal#event), the event class from RDF Calen-
dar.

∗ Meeting is a sub-class of Event and imported from coWork.
· DistributedMeeting An IRC, video-conference, or other remote

meeting.
· FacetoFaceMeeting A face-to-face meeting.
· Consensus (Meeting, Issue) : there was consensus over a decision

regarding an issue.
· Dissent (Meeting, Issue): there was a dissent over a decision regard-

ing an issue.
· Scribe (Meeting, Person): who took notes during the meeting. Should

have a refersTo relationship with a Notes class.
The second part of the W3C Process ontology models in detail the devel-
opment of a standard that addresses. The full formal process is given at
http://www.w3.org/2005/10/Process-20051014/tr.

• Document:
∗ addresses (Document, Issue): a document addresses a certain issue.
∗ NonW3CStandardDocument: a document not on the W3C Standard

Track.
· Draft,Agenda,TeamSubmission, MemberSubmission,
· Note

∗ PreW3CStandardDocument
· DraftFinding: a TAG finding.
· ApprovedFinding: a TAG finding that has reached consensus.
· WorkingDraft: the first stage of the W3C document process.
· CandidateRecommendation: when the W3C feels a document

fulfills the use cases and requirements needed for a standard, and
now is in need of implementation.

· ProposedRecommendation: when a standard is sent to the Ad-
visory Committee for full review.

∗ W3CStandardDocument
· Recommendation: when a specification has after extensive conse-

nsus-building received the endorsement of the W3C.
· RescindedRecommendation: When due to some problem, the

W3C has withdrawn a recommendation.
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∗ authorOf (Person, Document): author of a document
∗ introduce (Message, Document): first email that introduces a document.
∗ cite (Message, Document): email that cites a document.
∗ requestComments (Message, Document): request for comments on a doc-

ument.
∗ requestRevision (Message, Document): request for a textual revision of

the document.
∗ introduceRevision (Message, Document): a textual revision has been

made to a document.
∗ publicationDraft (Message, WorkingDraft), lastCall (Message, Working-

Draft), implementationsCall (Message, CandidateRecommendation),
reviewCall (Message, ProposedRecommendation), recommendationPubli-
cation (Message, Recommendation): rescindPublication (Message, Rec-
ommendation): These steps correspond to the various email annouce-
ments of the various promotions in a W3C standard-track document’s
lifecycle.

• Software: within the W3C domain we note whether or not software is an
implementationOf of a particular W3C Standard, since standards require at
least two implementations.

∗ Beta: not ready yet for release.
∗ Release: released.
∗ implementationOf (Software, W3CStandardDocument): an implementa-

tion of a W3C Standard.
• Group: a group of people, the same as Group in the coWork Ontology.

Groups may use the URI of their homepage, or create another one. The
W3C has the following groups and relations, which are explained in W3C
Process:

∗ InterestGroup,WorkingGroup,CoordinationGroup,
TechnicalArchitectureGroup.

∗ member(Person, Group), chair(Person, Group), teamContact(Person,
Group), InvitedExpert (Person, Group): an invited expert of a Group.

4.1 Some Examples

We will now turn to some examples, as given by excerpted text from emails
in the W3C TAG list-serv, to illustrate how the ontology can be put to use.
This email exchange brings up a possible concern about how a new standard has
contradicted W3C policies as regards “namespaces,” which is the use of URIs
to scope names in XML documents. These namespaces are often thought of as
having a finite set of “names” in them. In particular, one member of the W3C is
concerned that when one adds a new name to a namespace, like adding xml:id to
the XML namespace, one should change the URI. These examples show how the
N3 notation can be inserted in-line in text, using the double-bracket convention
to annotate email text. Ideally a series of rules would let most annotation take
place in the subject-line using single words, such as “[newTopic] Namespace
Issues,” but these rules are currently still under development and beyond the
scope of this paper.
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Email:1
http://lists.w3.org/Archives/Public/www-tag/2005Feb/0017.html

Some of you may be aware that an issue with the
xml:id specification began erupting the day
before it became a CR.
[[email:1 a NewTopic.]]
[[email:1 cite http://www.w3.org/TR/xml-id/.]]

The kernel of the issue is my interpretation of
the definition of namespace as it appears in the
Namespaces recommendation. The definition is that
a namespace is a collection of names *identified*
by a URI.

So, for example, the namespace ({lang, space},
http://www.w3.org/XML/1998/namespace) is not equal to
({lang, space, base, id}, http://www.w3.org/XML/1998/namespace)
[[email:1 a Example.]]

The W3C director directed the W3C to this interpretation in
http://www.w3.org/1999/10/nsuri, which states that a recommendation
cannot add more than clarifications and bug fixes without changing
the namespace URI.
[[email:1 cite http://www.w3.org/1999/10/nsuri.
http://www.w3.org/1999/10/nsuri a Document.]]

First, this email introduces a NewTopic as a concern about how the particu-
lar xml:id standard was introduced. This email’s concern has not officially been
made into an issue. While there is a temptation to label this email with newInfo,
we refrain from doing so. A newInfo label should be used in response to a spe-
cific question, as given by a requestInfo, and then connected by a provideInfo
predicate. In the following examples we use “email ” to stand in for the URI of
the actual email.

The label of Example above shows that the email contains a concrete example,
and notice that the URI of the email is simply given the class of Example to
denote this. All arguments to properties have URIs as was the case for the two
usages of cite above, and these URIs are often given in-line in the text message
as the URI of the supporting document. As shown by the reference to the xml:id
by a verbal name and not a URI, one advantage of our argumentation system is
that it explicitly reminds users to give URIs for cited documents. In summary,
the combination of the two cite labels and the fact that it’s a newTopic makes
explicit within our ontology the possible contradiction between the example and
the W3C policy as given by the cited document.

The email below is the response of a W3C TAG member to the concerns raised
in Email 1. In order to save space we have deleted the “follow-up” citation of the
previous email. Notice that the W3C TAG member is trying to clarify that new
names can be added to a namespace without causing a change in the namespace
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URI since this may not count as an “update” in the sense meant by the original
document:

Email:2
http://lists.w3.org/Archives/Public/www-tag/2005Feb/0022.html
Which would be equivalent to saying that the state of a resource
cannot change without also changing its URI. We know that is false
in the general case,
[[email:2 a StatePrinciple.]]

so I hope you forgive me for rejecting *identified* as having the
meaning you suggest.
[[email:2 disagree email:1.]]

No, it says that groups *should* use a template in the original
namespace-defining document that specifies either that no updates
will be made or that updates will be made only for clarification
or bug fixes. It does not say whether adding a new name to the
namespace is considered an update, nor whether such an update
shall be considered major or minor.
[[email:2 cite http://www.w3.org/1999/10/nsuri.]]

Once an email has been annotated with a given relation, the author does
not need to add multiple annotations for each following email that cites the
previous email, since the granularity of annotation is on the level of the email
and she/he has already annotated that email. Note that the follow-up email can
use disagree to automatically refer a previous email, and then re-cite the same
document with a different interpretation.Another email in the exchange is given
below. This email does not explicitly disagree, but cites two documents that he
believes covers the issue.

Email:3
http://lists.w3.org/Archives/Public/www-tag/2005Feb/0024.html
I think that the general issue of namespace evolution is currently
covered in the extensibility and versioning finding. There is a section
on component version identification choices which lists 4 broad based
choices for ns management. Further, the web arch v1 says that specs
should specify their namespace management policies.
[[email:3 cite http://www.w3.org/2001/tag/doc/versioning.html.
http://www.w3.org/2001/tag/doc/versioning.html a DraftFinding.
email:3 cite http://www.w3.org/TR/webarch/.
http://www.w3.org/TR/webarch/ a Recommendation.]]

If you don’t accept that the general part of your request is covered
by finding/web arch, then can you elaborate on what is missing?
[[email:1 a requestInfo.]]

The author of the final email ends with a request for more information. Notice
that if one was attemping to re-work and inspect standard documents, the ability
to track the request for information that have remained unfulfilled would be
useful.
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5 Conclusions and Future Work

In this paper we have presented an argumentation ontology, with a particular
focus on emails in the W3C mailing list domain. As is usually the case, the
validation of utility arises out of use; that is, the evaluation of people using the
ontology to annotate their emails will be of utmost importance. We hope that
users of W3C mailing lists, which are often paid to participate and are at least
committed to achieving the goals of the W3C and the Semantic Web, will take
the needed time to annotate their emails according to our ontology.

The next area for future work is to deploy this ontology with a W3C Working
Group in order to see if users would actually annotate their emails, most likely
using by inserting the annotations in the subject line. If users find annotating
their emails easy enough to accomplish, implementing a server-side tool which
enables annotation of one’s past emails as well as querying the emails using
SPARQL would be obvious next step (Prud’hommeaux and Seaborne, 2006).
We hope to explore how much this ontology scales to annotating argumentation
in other domains.
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Abstract. Clustering techniques are considered as efficient tools for par-
titioning data sets in order to get homogeneous clusters of objects. How-
ever, the reality is connected to uncertainty by nature, and these stan-
dard algorithms of clustering do not deal with this uncertainty pervaded
in their parameters. In this paper we develop a clustering method in an
uncertain context based on the K-modes method and the belief function
theory. This so-called belief K-modes method (BKM) provides a new
clustering technique handling uncertainty in the attribute values of ob-
jects in both the clusters’ construction task and the classification one.

Keywords: machine learning, clustering, K-modes method, uncertainty,
belief function theory.

1 Introduction

Clustering techniques [9] are among the well known machine learning techniques,
and the K-modes method [8] is considered as one of the most popular of them.
These techniques are used in many domains such as medecine, banking, finance,
marketing, security, etc. They work under an unsupervised mode when the class
label of each object in the training set is not known a priori. In addition to
these unsupervised classification techniques, there exist those working under a
supervised mode when the classes of instances are known in advance helping to
construct a model that will be used for classifying new objects. Among them,
we mention decision trees [12], k-nearest neighbor [3], neural networks [15], etc.

The capability to deal with datasets containing uncertain attributes is un-
doubtedly important due to the fact of this kind of datasets is common in real
life data mining applications. However, this problem makes most of the standard
methods inappropriate for clustering such training objects. In order to overcome
this drawback, the idea is to combine clustering methods with theories managing
uncertainty such as the belief function theory. This latter theory as interpreted
in the transferable belief model (TBM) [16] presents an effective tool to deal with
this uncertainty. It permits to handle partial or even total ignorance concerning
classification parameters, and offers interesting means to combine several pieces
of evidence. In fact, there are belief classification techniques which have been
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developed such as belief decision trees (BDT) [5] and belief k-nearest neighbor
[4], and which have provided interesting results.

The objective of this paper is to develop a new clustering method in an uncer-
tain context that uses the K-modes paradigm and based on the belief function
theory, the proposed approach is called the belief K-modes method (BKM).
The main contributions of this paper are to provide one approach to deal with
on one hand the construction of clusters where the values of the attributes
of training objects may be uncertain, and in the other hand the classification
of new instances charaterized also by uncertain values based on the obtained
clusters.

The remainder of this paper is organized as follows: Section 2 focuses on the
basics of the K-modes method. Section 3 gives an overview of the belief function
theory. Then, Section 4 presents our belief K-modes method where the two BKM
parameters are detailed. Finally, our approach is illustrated by an example, and
the experimental results are then presented and analyzed.

2 The K-Modes Method

The K-modes algorithm [8] was proposed to extend the K-means one [10] to
tackle the problem of clustering large categorical data sets in data mining. This
method uses a simple matching dissimilarity measure, modes instead of means
for clusters, and a frequency-based approach to update modes in the clustering
process to minimize the clustering cost function. The mentioned modifications
to the K-means algorithm are discussed as follows: Let X1, X2 be two objects
described by s categorical attributes. The dissimilarity measure between X1 and
X2 can be defined by the total mismatches of the corresponding attribute cate-
gories of two objects. It can be defined as follows:

d(X1, X2) =
∑s

j=1 δ(x1,j , x2,j), where : δ(x1,j , x2,j) =
{

0 ifx1,j = x2,j

1 ifx1,j 	= x2,j

Giving a cluster C = {X1, ...Xp} of p objects, with Xi=(xi,1, ..., xi,s), 1 ≤ i ≤ p,
its mode Q = (q1, .., qs) is defined by assigning qj , 1 ≤ j ≤ s, the category
most frequently encountered in {x1,j , ..., xp,j}. When the above is used as the
dissimilarity measure for objects, the optimization problem for partitioning a set
of n objects described by s categorical attributes into K clusters becomes:

Minimize P (W, Q) =
k∑

l=1

n∑
i=1

s∑
j=1

wi,lδ(xi,j , ql,j) (1)

subject to:
∑k

l=1 wi,l = 1, 1 ≤ i ≤ n, 1 ≤ l ≤ k, and wi,l ∈ {0, 1}. where W is
an n × k partition matrix, wi,l is the degree of membership of the object Xi in
the cluster Ql (using 1 and 0 to represent either the object Xi is an element of
the cluster Ql or not), and Q = {Q1, Q2, ..., Qk}. To minimize the cost function,
the K-modes algorithm uses the following procedure:
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1. Select K initial modes, one for each cluster.
2. Allocate an object to the cluster whose mode is the nearest to it according

to the simple matching dissimilarity measure. Then, update the mode of the
cluster after each allocation.

3. Once all objects have been allocated to clusters, retest the dissimilarity of
objects against the current modes. If an object is found such that its nearest
mode belongs to another cluster rather than its current one, then reallocate
the object to that cluster and update the modes of both clusters.

4. Repeat step 3 until no object has changed clusters after a full cycle test of
the whole data set.

Once the clusters are fixed, we have to classify a new instance based on its
distance against the obtained clusters using the simple matching dissimilarity
measure and assign it to the most closer one.

Let us note that the K-modes algorithm is unstable due to non-uniqueness of
the clusters’ modes.

3 Review of the Belief Function Theory

In this section, the basic concepts of the belief function theory as understood
in the transferable belief model (TBM) are recalled briefly (for more details see
[13], [14], [16]).

3.1 Background

Let Θ be a finite non empty set of elementary events to a given problem, called
the frame of discernment. Θ contains hypotheses about one problem domain.
The set of all the subsets of Θ is referred by the power set of Θ, denoted by 2Θ.

The impact of a piece of evidence on the different subsets of the frame of
discernment Θ is represented by the so-called basic belief assignment (bba). The
bba is a function denoted m that assigns a value in [0,1] to every subset A of Θ,
and it is defined as follows: m : 2Θ 
→ [0, 1] such that

∑
A⊆Θ m(A) = 1.

Each quantity m(A), named basic belief mass (bbm) is considered as the part
of belief that supports the event A, and that, due to the lack of information,
does not support any strict subsets.

The belief function bel expresses the total belief fully committed to the subset
A of Θ without being also committed to A. This function is defined as follows:
bel : 2Θ 
→ [0, 1] , bel(A) =

∑
φ 	=B⊆Θ m(B), where φ is the empty set.

With the belief function theory, it is easy to express the state of total ig-
norance. This is done by the so-called vacuous belief function which is defined
by [13]:

m(Θ) = 1 and m(A) = 0 for all A ⊆ Θ, A 	= Θ (2)
On the other hand, this theory permits also to express the state of total certainty
via the certain belief function which is defined as follows:

m(A) = 1 and m(B) = 0 for all B 	= A and B ⊆ Θ (3)

where A is a singleton event.
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3.2 Combination

Let m1 and m2 be two bba’s defined on the same frame of discernment Θ. These
two bba’s are collected by two ’distinct’ pieces of evidence and induced from two
experts (information sources).

The bba that quantifies the combined impact of these two pieces of evidence
is obtained through the conjunctive rule of combination [14].

(m1 ∧ m2)(A) =
∑

B,C⊆Θ;B∩C=A

m1(B)m2(C) (4)

3.3 Decision Making

The TBM is based on a two level mental models:

– The credal level where beliefs are entertained and represented by belief func-
tions.

– The pignistic level where beliefs are represented by probability functions
called pignistic probabilities. These probabilities are used to make decisions.

When a decision must be made, beliefs held at the credal level induce a prob-
ability measure at the pignistic measure denoted BetP [16]. The link between
these two functions, namely belief and probability functions is achieved by the
pignistic transformation defined as follows:

BetP (A) =
∑
B⊆Θ

|A ∩ B|
|B|

m(B)
(1 − m(φ))

, for all A ∈ Θ (5)

4 Belief K-Modes Method

Despite its accuracy when precise and certain data are available, the standard K-
modes algorithm shows serious limitations when dealing with uncertainty. How-
ever, uncertainty may appear in the values of attributes of instances belonging
to the training set that will be used to ensure the construction of clusters, and
also in the classification of new instances which may be characterized by uncer-
tain attribute values. To overcome this limitation, we propose to develop what
we call a belief K-modes method (BKM), a new clustering technique based on
the K-modes method within the belief function framework. In this part of our
paper, we present the notations that will be used in the rest of the paper. Next,
we define the two major parameters of the belief K-modes method needed to en-
sure both the construction and the classification tasks, namely clusters’ centers
and the dissimilarity measure.

4.1 Notations

The following notations will be used in the following:

T: a given data set of objects.
Xi: an object or instance, i = 1, ..., n
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A = {A1, ..., As}: a set of s attributes.
Θj : the frame of discernment involving all the possible values of the attribute
Aj related to the classification problem, j=1,...,s
Dj : the power set of the attribute Aj ∈ A, where Dj = 2Θj .
xi,j : the value of the attribute Aj for the object Xi.
mΘj {Xi}: expresses the beliefs on the values of the attribute Aj corresponding
to the object Xi.
mi(cj): denoted the bba given to cj ⊆ Θj relative to object Xi.

4.2 The BKM Parameters

As with standard K-modes method, building clusters within BKM needs the
definition of its fundamental parameters, namely, cluster modes and the dis-
similarity measure. These parameters must take into account the uncertainty
encountered in the training set and that pervade the attribute values of training
objects.

Cluster Mode
Due to the uncertainty and contrary to the traditional training set where it in-
cludes only certain instances, the structure of our training set will be represented
via bba’s respectively to each attribute relative to each object, this training set
offers a more generalized framework than the tradional one. Two extreme cases
should be noted, when one attribute is known with certainty, it will be repre-
sented by a certain belief function (see Equation 3), whereas when it is missing
we will use the vacuous belief function (see Equation 2). Within this structure
of training set, our belief K-modes cannot use the strategy used by the standard
method which is the frequency-based method to update modes of clusters.

The idea is to apply the mean operator to this uncertain context since it
permits combining bba’s respectively to each attribute provided by all objects
belonging one cluster.

Note that using the mean operator offers many advantages since it satisfies
these properties namely the associativity, the commutativity and the idempo-
tency. The latter property is the most important one in our case. When we have
two or more objects belonging to one cluster which provide the same bbm’s
corresponding to any uncertain attribute, their cluster’s mode should be char-
acterized by these same bbm’s (provided by its objects).

Using the mean operator will solve the non-uniqueness problem of modes
encountered in the standard K-modes method.

Given a cluster C ={X1, ..., Xp} of objects, with Xi =(xi,1, ..., xi,s), 1 ≤ i ≤ p.
Then, the mode of C is defined by : Q = (q1, ..., qs), with:

qj = {(cj , mcj)|cj ∈ Dj} (6)

where mcj is the relative bba of attribute value cj within C.

mcj =
∑p

i=1 mi(cj)
|C| (7)
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with C = {X1, X2, ..., Xp} and |C| is the number of objects on C. mcj expresses
the belief about the value of the attribute Aj corresponding to the cluster mode.

Dissimilarity Measure
The dissimilarity measure has to take into account the bba’s for each attribute
for all objects in the training set, and compute the distance between any object
and each cluster mode (represented by bba’s). Many distance measures between
two bba’s were developed which can be charaterized into two kinds:

– Distance measures based on pignistic transformation [1], [6], [17], [18]: For
these distances, one unavoidable step is the pignistic transformation of the
bba’s. Since, there is no bijection between bba’s and pignistic probabilities
(transformation from the power set to the set). This kind of distance may
lose information given by the initial bba’s. Besides, we can obtain the same
pignistic probabilities by applying the pignistic transformation on two dif-
ferent bba’s distributions. So, the distance between the two obtained results
does not reflect the actual similarity between the starting bba’s distributions

– Distances measures between bba’s defined on the power set [2], [7]: The
second one developed by Fixen and Mahler [7] is a pseudo-metric, since the
condition of nondegeneracy of one distance metric is not respected.

Our idea is to adapt the belief distance defined by [2] to this uncertain clustering
context to compute the dissimilarity between any object and each cluster mode.
This distance measure takes into account both the bba’s distributions provided
by the objects and one similarity matrix D which is based on the cardinalities
of the subsets of the correponding frame of one attribute and those of the inter-
section and union of these subsets.
Let m1 and m2 be two bba’s on the same frame of discernment Θj , the distance
between m1 and m2 is :

d(m1, m2) =

√
1
2
(m→

1 − m→
2 )D(m→

1 − m→
2 ) (8)

Another way to write it is:

d(m1, m2) =

√
1
2
(‖m→

1 ‖2 + ‖m→
2 ‖2 − 2 < m→

1 , m→
2 >) (9)

where < m→
1 , m→

2 > is the scaler product defined by:

< m→
1 , m→

2 >=
2Θj∑
w=1

2Θj∑
z=1

m1(Bw)m2(Bz)
|Bw ∩ Bz|
|Bw ∪ Bz|

(10)

with Bw, Bz ∈ Dj for w,z = 1,...,2Θj , and ‖ m→ ‖2 is then the square norm of
m : ‖m→‖2 = < m→, m→ >

This scalar product is based on the bba’s distributions (m1, and m2) and the
elements of one similarity matrix D, which are defined as follows:
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D(Bw, Bz) = |Bw∩Bz|
|Bw∪Bz| , where Bw, Bz ∈ Dj .

Thus, the dissimilarity measure between any object Xi and each mode Q can
be defined as follows:

D(Xi, Q) =
m∑

j=1

d(mΘj {Xi}, mΘj {Q}) (11)

where mΘj {Xi} and mΘj {Q} are the relative bba of the attribute Aj provided
by respectively the object Xi and the mode Q.

4.3 The BKM Algorithm

The BKM algorithm has the same skeleton as standard K-modes method. The
different construction steps of our approach are described as follows:

1. Giving K, the number of clusters to form.
2. Partition objects in K nonempty subsets.
3. Compute seed points as the clusters’ modes of the current partition using

the mean (see Equation 7).
4. Assign each object to the cluster with the nearest seed point after computing

the distance measures defined in Equation 11.
5. Go back to step 4, stop when no more new assignment.

Once the clusters’ construction is done, the classification of a new object that
may be charaterized by uncertain attribute values, we have to assign it to the
most similar cluster based on its distance over the obtained clusters resulting
from the construction phase, and using the distance measure (See Equation 11).

Example 1. Let us illustrate our method by a simple example. Assume that
a firm wants to group its staff by taking into account a number of their at-
tributes. Let T be a training set composed of seven instances characterized
by three categorical attributes: Qualification with possible values {A, B, C}.,
Income with possible values {High (H), Low (L), Average (Av)}., and Depart-
ment with possible values {Finance (F ), Accounts (Ac), Marketing (M)}. For
each attribute Aj for an object Xi belonging to the training set T, we assign a
bba mΘj {Xi} expressing beliefs on its assigned attributes values, defined respec-
tively on Θ1 = {A, B, C}, Θ2 = {H, L, Av}, Θ3 = {F, Ac, M}. If we consider
that only the department attribute is known with uncertainty. The structure of
the data set T can be defined in Table 1.

Let us now try to construct the clusters using our approach relative to the
traning set T. The first step is to specify K the number of clusters to form,
and select the initial modes. Suppose that K = 2, 2-partition of T is initialized
randomly as follows: C1 = {X1}, and C2 = {X2}.

We have to compute the distance measures relative to all objects
{X3, X4, X5, X6, X7} and the 2 initial modes. For example, for the object
X3, and after computing its distance measure over the two clusters’ modes, we
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Table 1. Data set T relative to BKM

Objects Qualification Income Department
X1 A H m1(F ) = 0.5 m1({F, A}) = 0.3 m1(Θ3) = 0.2
X2 B L m2(F ) = 0.8 m2(Θ3) = 0.2
X3 C Av m3(M) = 0.8 m3({F, A}) = 0.1 m3(Θ3) = 0.1
X4 C Av m4(Ac) = 0.8 m4(Θ3) = 0.2
X5 B L m5(M) = 0.8 m5(Θ3) = 0.2
X6 A H m6({F, A}) = 0.8 m6(Θ3) = 0.2
X7 B L m7(A) = 0.8 m7(Θ3) = 0.2

obtain d(X3, Q1) = 2.723 and d(X3, Q2) = 2.776, so X3 is assigned to C1 since
d(X3, Q1) < d(X3, Q2). It is the same for the fourth other objects. After that
all objects have been assigned to appropriate clusters, the following clusters
are obtained C1 = {X1, X3, X6}, and C2 = {X2, X5, X4, X7}. Next, we have
to update clusters’ modes. The same steps will be applied until no object has
changed clusters. We finally obtain these clusters: C1 = {X1, X3, X4, X6}, and
C1 = {X2, X5, X7}, with the corresponding modes : Q1 = ({(A, 0.5), (C, 0.5)};
{(H, 0.5), (Av, 0.5)}; {(F, 0.125), (Ac, 0.2), (M, 0.2), (({F, A}), 0.2), (({F, A, M}),
0.275)}), and Q2 = ({(B, 1)}, {(L, 1)}; {(F, 0.267), (Ac, 0.267), (M, 0.266),
(({F, A, M}), 0.2)}) Once, the two clusters are fixed, suppose that we would
classify a new object Xi charaterized by certain and exact values for its qual-
ification and income attributes which are respectively the values B and Low.
However, there is some uncertainty in the value of the department attribute
defined by: mi(F ) = 0.4; mi({F, M}) = 0.3; mi(Θ3) = 0.3. As a result, we
obtain that the new instance to classify has respectively 1.355 and 0.300 as
distances respectively the two clusters. So, this object is assigned to the second
cluster C2 since d(Xi, Q2) < d(Xi, Q1).

5 Experimental Results

For the evaluation of the proposed BKM method, we have developed programs
in Matlab V6.5, which consist in both building and the classification proce-
dures corresponding to our approach. Then, we have applied these programs to
real databases obtained from the U.C.I repository of Machine Learning data-
bases [11]. We have modified these databases by introducing uncertainty in the
attributes’ values of their instances. A brief description of these databases is
presented in Table 2.

Huang [8] proposed a measure of clustering results called the clustering accu-

racy r computed as follows: r =
k
i=1 ai

n , where n is the number of instances in
the dataset, k is the number of clusters, ai is the number of instances occuring in
both cluster i and its corresponding labeled class. This criterion is equivalent to
the PCC expressing the percentage of the correctly classified instances. In order
to evaluate the BKM approach, for each data set, we run the algorithm several
times. The accuracy of our results is mesured according to the mean PCC crite-
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Table 2. Description of databases

Database #intances #attributes #classes
Congressional voting records database 497 16 2
Balance scale database 625 4 3
Wisconsin breast cancer database 690 8 2

Table 3. Experimental results

Database PCC
Congressional voting records database 86.52
Balance scale database 79.20
Wisconsin breast cancer database 71.39

rion of the obtained ones. Table 3 summarizes different results relative to these
three databases obtaining by applying our proposed BKM approach.

It is found that the clustering results produced by the proposed method are
very high in accuracy. The PCC’s show that our method presented interesting
results. So, These results confirm that our approach is well appropriate within
the uncertain context. We should mention that with our proposed approach,
and if all the bba’s are certain then the obtained results as equivalent to ones
corresponding to the standard K-modes method.

6 Conclusion

In this paper, we have developed a new clustering approach using the K-modes
paradigm to handle uncertainty within belief function framework. It allows us
to construct clusters within objects having uncertain attributes’ values. Another
advantage of BKM method is that once the clusters are fixed, the classification of
new instances that may be uncertain is possible. Our future work is to extend our
belief K-modes method to cluster data sets with mixed numeric and categorical
attributes.
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Abstract. Although speech and language processing techniques achieved a 
relative maturity during the last decade, designing a spoken dialogue system is 
still a tailoring task because of the great variability of factors to take into 
account. Rapid design and reusability across tasks of previous work is made 
very difficult. For these reasons, machine learning methods applied to dialogue 
strategy optimization has become a leading subject of researches since the mid 
90’s. In this paper, we describe an experiment of reinforcement learning applied 
to the optimization of speech-based database querying. We will especially 
emphasize on the sensibility of the method relatively to the dialogue modeling 
parameters in the framework of the Markov decision processes, namely the 
state space and the reinforcement signal. The evolution of the design will be 
exposed as well as results obtained on a simple real application.    

Keywords: Spoken Dialogue Systems, Reinforcement Learning, Dialogue 
Management. 

1   Introduction 

In the last few years, research in the field of Spoken Dialogue Systems (SDS) has 
experienced increasing growth. But, the design of an efficient SDS does not basically 
consist in combining speech and language processing systems such as Automatic 
Speech Recognition (ASR) and Text-to-Speech (TTS) synthesis systems. It requires 
the development of an interaction management strategy taking at least into account 
the performances of these subsystems (and others), the nature of the task (i.e. form 
filling or database querying) and the user’s behavior (i.e. cooperativeness, expertise). 
The great variability of these factors makes rapid design of dialogue strategies and 
reusability across tasks of previous work very complex. For these reasons, machine 
learning techniques applied to strategy optimization is currently a leading domain of 
researches. When facing a learning problem, two main classes of methods could be 
envisioned: supervised and unsupervised learning. Yet, supervised learning would 
require examples of ideal (sub)strategies which are typically unknown. Indeed, no one 
can actually provide an example of what would have objectively been the perfect 

                                                           
* This work was realized when the author was with the Faculty of Engineering, Mons (FPMs, 

Belgium) and was sponsored by the ‘Direction Générale des Technologies, de la Recherche 
et de l’Énergie’ of the Walloon Region (Belgium, First Europe Convention n° 991/4351). 



 Machine Learning for Spoken Dialogue Management 173 

sequencing of exchanges after having participated to a dialogue. Humans have a 
greater propensity to criticize what is wrong than to provide positive proposals. In this 
context, Reinforcement Learning (RL) [1] appears as the best solution to the problem 
and have been first proposed in [2] and further developed in [3][4][5]. The main 
differences between the approaches rely in the way they model the dialogue 
manager’s environment during the learning process. In [2] and [5], the environment is 
modeled as a set of independent modules (i.e. ASR system, user) processing 
information (this approach will be adopted in this paper). In [3], the environment is 
modeled as a pure state-transition system for which parameters are learned from 
dialogue corpora. In [4], a hybrid approach is described.  

However, transposing spoken dialogue management in the formalism of the 
Markov Decision Processes (MDP) is required in every approach and it is probably 
the crucial point. No rational method but common sense is generally used to define 
the parameters of the corresponding MDP. In this paper, we emphasize on the 
importance of these parameters. The sensible steps are mainly the state space 
definition and the choice of the reinforcement signal. This is demonstrated on a 
simple speech-based database querying application.  

2   Markov Decision Processes and Dialogue Management 

2.1   MDP and Reinforcement Learning  

In the MDP formalism, a system is described by a finite or infinite number of states 
{si} in which a given number of actions {aj} can be performed. To each state-action 
pair is associated a transition probability T giving the probability of stepping from 
state s at time t to state s’ at time t+1 after having performed action a when in state s. 
To this transition is also associated a reinforcement signal (or reward) rt+1 describing 
how good was the result of action a when performed in state s. Formally, an MDP is 
thus completely defined by a 4-tuple {S, A, T, R} where S is the state space, A is the 
action set, T is a transition probability distribution over the state space and R is the 
expected reward distribution. The couple {T, R} defines the dynamics of the system: 
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These last expressions assume that the Markov property is met, which means that 
the system’s functioning is fully defined by its one-step dynamics and that the 
functioning from state s will be identical whatever the path followed until s. To 
control a system described as an MDP (choosing actions to perform in each state), one 
would need a strategy or policy π mapping states to actions: π(s) = P(a|s) (or π(s) = a 
if the strategy is deterministic).  

In this framework, a RL agent is a system aiming at optimally mapping states to 
actions, that is finding the best strategy π* so as to maximize an overall reward R 
which is a function (most often a weighted sum) of all the immediate rewards rt. If the 
probabilities of equations (1) are known, an analytical solution can be computed by 
dynamic programming [1], otherwise the system has to learn the optimal strategy by a 
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trial-and-error process. RL is therefore about how to optimally map situations to 
actions by trying and observing environment’s feedback. In the most challenging 
cases, actions may affect not only the immediate reward, but also the next situation 
and, through that, all subsequent rewards. Trial-and-error search and delayed rewards 
are the two main features of RL. Different techniques are described in the literature, 
in the following (mainly in section 4) the Watkin’s Q(λ) algorithm [1] will be used. 

2.2   Dialogue Management as an MDP 

As depicted on Fig.1, a task-oriented (or goal-directed) man-machine dialogue can be 
seen as a turn-taking process in which a human user and a Dialogue Manager (DM) 
exchange information through different channels processing speech inputs and outputs 
(ASR, TTS ...). In this application, the DM strategy has to be optimized and the DM 
will be the learning agent. Thus the environment modeled by the MDP comprises 
everything but the DM: the human user, the communication channels (ASR, TTS …), 
and any external information source (database, sensors etc.). In this context, at each 
turn t the DM has to choose an action at according to its interaction strategy so as to 
complete the task it has been designed for. These actions can be greetings, spoken 
utterances (constraining questions, confirmations, relaxation, data presentation etc.), 
database queries, dialogue closure etc. They result in a response from the DM 
environment (user speech input, database records etc.), considered as an observation ot, 
which usually leads to a DM internal state update. To fit to the MDP formalism, a 
reinforcement signal rt+1 is required. In [3] it is proposed to use the contribution of an 
action to the user’s satisfaction. Although this seems very subjective, some studies 
have shown that such a reward could be approximated by a linear combination of 
objective measures such as the duration of the dialogue, the ASR performances or the 
task completion [6]. A practical example will be provided subsequently.  
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Fig. 1. Dialogue management as an MDP. NLG stands for Natural Language Generation and 
NLU stands for Natural Language Understanding 
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3   Speech-Based Database Querying 

The considered task consists in a database querying system. The goal of the 
application is to present a list of computers selected in a database according to 
specific features provided by a user through speech-based interaction.  

The database contains 350 computer configurations split into 2 tables (for 
notebooks and desktops), each of them containing 6 fields: pc_mac (pc or mac), 
processor_type, processor_speed, ram_size, hdd_size and brand.  

3.1   Action Set 

Since the task involves database querying, actions will not only imply interaction with 
the user (such as spoken questions, confirmation requests or assertions) but also with 
the database (such as database querying). The action set contains 8 generic actions: 

• greet: greeting (e.g. “How may I help you ?”). 
• constQ(arg): ask to constrain the value of arg.  
• openQ: ask an open ended question. 
• expC(arg): ask to confirm the value of arg. 
• allC: ask for a confirmation of all the arguments. 
• rel(arg): ask to  relax the value of arg. 
• dbQ([args]): perform a database query thanks to retrieved information. 
• close: present data and close the dialogue session.  

The value of arg may be the table’s type (notebook or desktop) or one of the 6 
table fields. Notice that there is not data presentation action because it will be 
considered that the data presentation is included in the ‘close’ action. 

3.2   State Space 

Building the state space is a very important step and several state spaces can be 
envisioned for the same task. Yet, some general considerations might be taken into 
account:  

1. The state representation should contain enough information about the history of the 
dialogue so the Markov property can be assumed. 

2. State spaces are often considered as informational in that sense that they are built 
thanks to the amount of information the DM could retrieve from the environment 
until it reached the current state.  

3. The state representation must embed enough information so as to give an accurate 
representation of the situation to which an action has to be associated (it is not as 
obvious as it sounds).  

4. The state space must be kept as small as possible since the RL algorithms converge 
in linear time with the number of states of the underlying MDP. 

According to these considerations and the particular task of database querying, two 
slightly different state spaces where built to describe the task as an MDP to illustrate the 
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sensitivity of the method to the state space representation. In the first representation, 
referred to as S1 in the following, each state is represented by two features.  

• A vector of 7 boolean values [fx] (one for each value of arg). Each of these fx is set 
to true if the corresponding value of arg is known (for example if the user 
specified to search in the notebooks table, f0 is set to true). This is a way to meet 
the Markov property (informational state). 

• Information about the Confidence Level (CL) of each fx set to true. The confidence 
level is usually a real number ranging between 0 and 1 computed by the speech 
and/or language analysis subsystems (ASR and NLU) and providing information 
about the confidence of the system in the result of its processing. To keep the size of 
the state space reasonable, we only considered 2 possible values for the confidence 
level: High or Low (i.e. High means CL  0.8 and Low means CL < 0.8).  

Notice that ‘dbQ’ actions will only include values with a High confidence level. 
For each value of arg, there are 3 different possibilities for the corresponding slot in 
the state representation: {fx = false, CL = undef}, {fx = true, CL = Low}, {fx = true, CL 
= High}. This leads to 37 possible states.  

The second state representation is built on the same basis but an additional state 
variable NDB is added to take the number of records returned by the last ‘dbQ’ action 
into account. This variable can also take only two values (High or Low) and is set 
according to the comparison of the query result size and a predefined threshold. If no 
‘dbQ’ action has been performed, the NDB variable is initialized with the High value 
(an empty query would provide the whole database as a result). This state space 
representation will be referred to as S2 in the following.  

3.3   Reward Function 

Again, several proposals can be made for building the reward function and slight 
differences in the choices can result in large variations in the learned strategy. To 
illustrate this, some simple functions will be described in the following. According to 
[6], the reward function (which is here a cost function that we will try to minimize) 
should rely on an estimate of the dialogue time duration (D), the ASR performances 
(ASR) and the task completion (TC) so as to approximate the user’s satisfaction using 
objective measures:   

TCwASRwDwR TCASRD ⋅−⋅−⋅=  (2) 

In this last expression, the wx factors are positive weights. Considering the estimate 
of the time duration, two values are actually available: the number of user turns D = 
NU (the number of turns perceived by the user) and the number of system turns D = NS 
(including database queries as well).  

On another hand, the task completion is not always easy to define. The kappa 
coefficient defined in [6] is one possibility but didn’t always prove to correlate well 
with the perceived task completion. For the purpose of this experiment, two simple 
task completion measures will be defined: 

( )( )RGTC U ∩= #maxmax  (3) 
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( )( )RGaverageTC Uav ∩= #  (4) 

In these last expressions #(GU  R) is the number of common values in the user’s 
goal GU (the user goal is supposed to have the same structure as an existing database 
record and is set before the dialogue begins) and one of the records R presented to the 
user at the end of a dialogue. When a value is not present in the user goal it is 
considered as common (if a field is not important to the user, it is supposed to match 
any value). The first task completion measure TCmax indicates how close the closest 
record in the presented results is. The second TCav measures the mean number of 
common values between the user’s goal and each presented record. 

Finally, the ASR performance measures will be provided by the confidence levels 
(CL) computed by the ASR system after each speech recognition task.  

4   Experiments 

The number of required interactions between a RL agent and its environment is quite 
large (104 dialogues at least in our case). So, it has been mandatory to simulate most 
of the dialogues for two main reasons. First, it is very difficult (and expansive) to 
obtain an annotated dialogue corpus of that size. Second, it would have been too time 
consuming to realize this amount of spoken dialogues for training. So, in a first 
approximation, a written-text-based simulation environment has been built [5]. It 
simulates ASR errors using a constant Word Error Rate (WER) and provides 
confidence levels according to a distribution measured on a real system. If the system 
has to recognize more than one argument at a time, the CL is the product of individual 
CLs obtained for each recognition task (so it decreases). Other ASR simulation 
models can be considered [7] but it is out of the scope of this paper.  

Several experimental results obtained with different settings of the state space and 
the reward function will be exposed in the following. These settings are obtained by 
combining in three different ways the parameters S1, S2, NU, NS, TCmax, TCav 
mentioned before. Results are described in terms of average number of turns (user and 
system), average task completion measures (TCmax and TCav) for the performance and 
in terms of action occurrence frequency during a dialogue session to get a clue about 
the learned strategy. These results are obtained by simulating 10,000 dialogues with 
the learned strategy. 

4.1   First Experiment: S1, NU, TCmax 

The first experiment is based on the smaller state space S1 (without any clue about the 
number of retrieved records). The dialogue cost is computed thanks to the number of 
user turns NU as a measure of the time duration and the TCmax value as the task 
completion measure. Results are as follows:  

Table 1. Performances of the learned strategy for the {S1, NU, TCmax} configuration 

NU NS TCmax TCav 
2.25 3.35 6.7 1.2 
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Table 2. Learned strategy for the {S1, NU, TCmax} configuration 

greet constQ openQ expC AllC rel dbQ close 
1.00 0.06 0.0 0.14 0.0 0.05 1.10 1.00 

When looking at the three first columns of the performance table, the learned 
strategy doesn’t look so bad. It actually has a short duration in terms of user turns as 
well as in system turns and has a very high task completion rate in terms of TCmax 
measure. Yet the TCav shows a very low mean value.  

When looking to the average frequency of actions in table, one can see that the 
only action addressed to the user that happens frequently during a dialogue is the 
greeting action. Others almost never happen. Actually, the learned strategy consists in 
uttering the greeting prompt to which the user should answer by providing some 
argument values. Then the system performs a database query with the retrieved 
attributes and provides the results to the user. Sometimes, the user doesn’t provide 
any attribute when answering to the greeting prompt or the value is not recognized at 
all by the ASR model, so the strategy is to perform a constraining question (and not 
an open ended question) that will provide an argument with a better CL. Sometimes 
the provided arguments have a poor CL and an explicit confirmation is asked for . 
Sometimes the provided arguments don’t correspond to any valid record in the 
database so the strategy is to ask for relaxation of one argument (this also explains 
why the number of database queries is greater than 1). The value of TCmax is not 
maximal because sometimes the dialogue fails.  

This results in presenting almost all the database records when the user only 
provides one argument when prompted by the greeting. This is why there is a so big 
difference between TCmax and TCav. The desired record is actually in the presented 
data (TCmax is high) but is very difficult to find (TCav is low). The learned strategy is 
definitely not suitable for a real system. 

4.2   Second Experiment: S2, NU, TCav 

This experiment uses the same settings as the previous one except that the NDB 
variable is added to the state variables and the task completion is measured with TCav. 
Results are as follows: 

Table 3. Performances of the learned strategy for the {S2, NU, TCav} configuration 

NU NS TCmax TCav 
5.75 8.88 6.7 6.2 

Table 4. Learned strategy for the {S2, NU, TCav} configuration 

greet constQ openQ expC AllC rel dbQ close 
1.00 0.87 1.24 0.31 1.12 0.21 3.13 1.00 
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This time, TCmax and TCav are close to each other, showing that the presented 
results are more accurate but the number of turns has increased. The number of 
system turns particularly shows higher values. This observation is obviously 
explained by the increase of database queries. 

Looking at the action occurrence frequencies one can see that the learning agent 
tries to maximize the TCav value while minimizing the number of user turns and 
maximizing recognition performance. To do so, it always performs a database query 
after having retrieved information from the user. Since the number of results is part of 
the state representation, the agent learned not to present the results when in a state 
with a high number of results. If this number is too high after the greeting, the learner 
tries to reach a state where it is lower. Thus it almost systematically performs an 
‘openQ’ action after the greeting in order to get as much information as possible in a 
minimum of turns (this explains the 1.24 value). Yet, this often results in poorer 
recognition outputs, thus it also performs a confirmation of all the fields before 
presenting any result. Sometimes, more information is provided after the greeting and 
only a constraining question is needed to gather enough information to reach a state 
with less result. A constraining question is preferred in this case because it leads to 
better recognition results.  

The mean number of user turns shows that only 5.75 turns are usually needed to 
reach an accurate result set because the computer configurations are sufficiently 
different so as not to need too much attributes in the database query to provided 
accurate results. Thus, the system doesn’t ask for all the attribute values to the user. 
Further investigations would show that the system takes advantage of the structure of 
the database and asks for attributes allowing extracting the desired records as fast as 
possible. 

4.3   Third Experiment: S2, NS, TCav 

The same experiment as the previous one has been performed but replacing the NU 
measure of time duration by the NS measure. It actually makes sense since in a real 
application, the database could be much larger than the one used here. Thus, the 
database queries could be much more time consuming.  

Table 5. Performances of the learned strategy for the {S2, NS, TCav} configuration 

NU NS TCmax TCav 
6.77 7.99 6.6 6.1 

Table 6. Learned strategy for the {S2, NS, TCav} configuration 

greet constQ openQ expC AllC rel dbQ close 
1.00 1.57 1.24 0.33 1.32 0.31 1.22 1.00 

This obviously results in a decrease of the number of database queries involving a 
proportional decrease of the number of system turns NS. Yet, an increase of the 
number of user turns NU is also observed. By examining the action frequencies, one 
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can notice that the number of constraining questions increased resulting in an increase 
of NU. Indeed, the learned strategy implies gathering enough information from the 
user before performing a database query. This explains why the systems ask more 
constraining questions. 

This last strategy is actually optimal for the considered simulation environment 
(constant word error rate for all tasks) and is suitable for using with this simple 
application.  

5   Conclusion 

In this paper, we first described the paradigms of the Markov Decision Processes 
(MDP) and of Reinforcement Learning (RL) and explained how they could be used 
for spoken dialogue strategy optimization. Although RL seems suitable for this task, 
the parameterization of such a method influences a lot the results and is very task 
dependent. We therefore wanted to show by three experiments on a very simple 
database querying system the influence of parameterization. From this, one can say 
first that the state space representation is a crucial point since it embeds the 
knowledge of the system about the interaction. Second, the reward (or cost) function 
is also of major importance since it measures how well the system performs on the 
task. Performance measure is a key of RL. The three experiments described in the last 
section showed the influence of these parameters on the learned strategy and 
concluded that a correctly parameterized RL algorithm could result in an acceptable 
dialogue strategy while little changes in the parameters could lead to silly strategies 
unsuitable for use in real conditions.  
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Abstract. We consider the problem of exploring an unknown environment with 
an intelligent virtual agent. Traditionally research efforts to address the explora-
tion and mapping problem have focused on the graph-based space representa-
tions and the graph search algorithms. In this paper, we propose DFS-RTA* and 
DFS-PHA*, two real-time graph search algorithms for exploring and mapping an 
unknown environment. Both algorithms are based upon the simple depth-first 
search strategy. However, they adopt different real-time shortest path-finding 
methods for fast backtracking to the last unexhausted node. Through some ex-
periments with a virtual agent deploying in a 3D interactive computer game en-
vironment, we confirm completeness and efficiency of two algorithms.  

1   Introduction 

Suppose that an agent has to construct a complete map of an unknown environment 
using a path that is as short as possible. An agent has to explore all nodes and edges of 
an unknown, strongly connected directed graph. The agent visits an edge when it 
traverses the edge. A node or edge is explored when it is visited for the first time. The 
goal is to determine a map of the graph using the minimum number R of edge travers-
als. At any point in time the robot knows (1) all visited nodes and edges and can rec-
ognize them when encountered again; and (2) the number of visited edges leaving any 
visited node. The agent does not know the head of unvisited edges leaving a visited 
node or the unvisited edges leading into a visited node. At each point in time, the 
agent visits a current node and has the choice of leaving the current node by travers-
ing a specific known or an arbitrary unvisited outgoing edge. An edge can only be 
traversed from tail to head, not vice versa.  

If the graph is Eulerian, 2m edge traversals suffice, where m is the number of 
edges. This immediately implies that undirected graphs can be explored with at most 
4m traversals [2]. For a non-Eulerian graph, let the deficiency d be the minimum 
number of edges that have to be added to make the graph Eulerian. Recently Kwek 
[7] proposed an efficient depth-first search strategy for exploring an unknown 
strongly connected graph G with m edges and n vertices by traversing at most 
min(mn, dn2+m) edges. In this paper, we propose DFS-RTA* and DFS-PHA*, two 
real-time graph search algorithms for exploring and mapping an unknown environ-
ment. Both algorithms are based upon the simple depth-first search strategy. How-
ever, they adopt different real-time shortest path-finding methods for fast backtrack-
ing to the last unexhausted node. Through some experiments with a virtual agent  
 



182 I.-C. Kim 

Table 1. RTA* Algorithm 

 
Function : RTA*(S_NODE, G_NODE)  
C_NODE = S_NODE ; best = 0  
do  
   for each neighbor Y_NODE of C_NODE  
      f = h(Y_NODE,G_NODE) + k(C_NODE, Y_NODE)  
      if f < best, B_NODE = Y_NODE ; best = f  
   advanceTo(B_NODE)  
   C_NODE = B_NODE             
until  C_NODE = G_NODE  

 

deploying in a 3D interactive computer game environment, we confirm the complete-
ness and efficiency of two algorithms. 

2   Real-Time Search for Shortest Path Finding 

State-space search algorithms for finding the shortest path can be divided into two 
groups: off-line and real-time. Off-line algorithms, such as the A* algorithm [8], com-
pute an entire solution path before executing the first step in the path. Real-time algo-
rithms, such as the RTA*(Real-Time A*)[6], perform sufficient computation to de-
termine a plausible next move, execute that move, then perform further computation 
to determine the following move, and so on, until the goal state is reached. These real-
time or on-line algorithms direct an agent to interleave planning and actions in the 
real world. These algorithms can not guarantee to find the optimal solution, but usu-
ally find a suboptimal solution more rapidly than off-line algorithms. The RTA* algo-
rithm shown in Table 1 calculates f(x’)=h(x’)+k(x,x’) for each neighbor x’ of the 
current state x, where h(x’) is the current heuristic estimate of the distance from x’ to 
the goal state, and k(x,x’) is the distance between x and x’. And then the algorithm 
moves to a neighbor with the minimum f(x’) value. The RTA* revises a table of heu-
ristic estimates of the distances from each state to the goal state during the search 
process. Therefore, the algorithm is guaranteed to be complete in the sense that it will 
eventually reach the goal, if certain conditions are satisfied.  Fig. 2 illustrates the 
search process of the RTA* algorithm on the example graph of Fig. 1. 

 

Fig. 1. An Example Graph 
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Fig. 2. Search Directed by RTA* 

 

Fig. 3. Search Directed by PHA* 

Table 2. PHA* Algorithm 

Function : PHA*(S_NODE, G_NODE)  
C_NODE = S_NODE ; best = 0  
do  
  N_NODE = best node from OPEN_LIST  
  if N_NODE = explored  
     lowerLevel(C_NODE , N_NODE)  
     C_NODE = N_NODE    
until  C_NODE = G_NODE  
 
Function : lowerLevel(C_NODE, G_NODE)  
S_NODE = C_NODE  
f = 0  
do  
   for each neighbor Y_NODE of C_NODE  
     f = g(Y_NODE) + h(Y_NODE,G_NODE)  
      if f < best, B_NODE = Y_NODE ; best = f  
   moveTo(B_NODE)    
   C_NODE = B_NODE   
until  C_NODE =  G_NODE  
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The PHA* algorithm [5], which is another real-time search algorithm for finding 
the shortest path, is a 2-level algorithm. As summarized in Table 2, the upper level is 
a regular A* algorithm [8], which chooses at each cycle which node from the open list 
to expand. It usually chooses to expand the node with the smallest f-value in the open 
list, regardless of whether the agent has visited that node before or not. On the other 
hand, the lower level directs the agent to that node in order to explore it.  

The lower level must use some sort of a navigational algorithm such as Positional 
DFS (P-DFS), Directional DFS (D-DFS), or A*DFS. Due to the A* algorithm used in 
the upper level, this PHA* algorithm can guarantee to find the optimal solution. Fig. 3 
illustrates the search process of the PHA* algorithm on the example graph of Fig. 1. 

3   Search Algorithms for Exploration and Mapping 

We consider real-time search algorithms based upon a simple depth-first strategy like 
Kwek’s. Table 3 summarizes the simple depth-first search strategy for exploring an 
unknown environment. It simply traverses an unvisited edge when there is one until 
the agent is stuck. As the agent traverses the edges in this greedily manner, we push 
the current node into a stack. When the agent is stuck, we simply pop the stack until 
either the stack is empty or the popped node y is not exhausted. In the former case, the 
agent has already traversed all the edges of G. In the latter case, Kwek claimed that 
there is a path from u that leads to y in the graph G’ obtained by the agent’s explora-
tion so far. In Kwek’s depth-first search strategy, the agent therefore traverses this 
path to y and repeats the greedy traversal of the unvisited edges. In our depth-first 
search strategy for exploring and mapping, however, the agent tries to find an optimal 
path to y by applying a real-time shortest path-finding procedure such as RTA* or 
PHA*. In other words, the moveShortestPath function in the definition of our sim-
pleDFS algorithm can be instantiated with the RTA* or PHA* function defined 
above. We call the real-time depth-first exploration algorithm using RTA* (or PHA) 
as DFS-RTA* (or DFS-PHA*). 

 

Fig. 4. Search Directed by simpleDFS 

Following our search strategy, the agent does not try to find any path to y in the 
graph G’ obtained so far, but find an optimal path by traversing even unexplored 
nodes and edges outside of G’. Fig. 4 shows an example search directed by our sim-
pleDFS strategy. Suppose the agent has already traversed the cyclic path A-E-H-I-G-
D-C-B-A and then it is stuck. It pops the nodes A, B, C, and D from the stack until it 
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Table 3. Simpledfs Algorithm 

 
Function : simpleDFS(S_NODE)  
C_NODE =  S_NODE    /* start node */  
N_NODE, Y_NODE = null  
do  
   while(exhausted(C_NODE) != true)  
      do  
      N_NODE = selectNextNode(C_NODE)  
      advanceTo(N_NODE)  
      push( HISTORY, C_NODE ) /* history stack */  
      C_NODE = N_NODE  
      end  
   do  
      Y_NODE = pop(HISTORY)  
   until((exhausted(Y_NODE) != true) or  
         (empty(HISTORY) = true))  
   if (exhausted(Y_NODE) != true),  
     moveShortestPath(C_NODE, Y_NODE)  
     C_NODE = Y_NODE  
until (empty(HISTORY) = true)  
 
Function : exhausted(C_NODE )  
for each neighbor Y_NODE of C_NODE  
   if unvisited(Y_NODE), return false  
return true  
 
Function : selectNextNode(C_NODE)  
f = 10000    /* a large value */  
for each neighbor Y_NODE of C_NODE  
     if distance(C_NODE, Y_NODE) <  f,  
       B_NODE = Y_NODE  
       f = distance(C_NODE, Y_NODE)  
return B_NODE  

 

encounters the unexhausted node G.  And then it tries to move to the node G through 
the shortest path and traverses the unexplored edge to F.  

4   Implementation 

In order to test our exploration algorithms, we implemented an intelligent virtual 
agent called UTBot. The UTBot is a bot client of the Gamebots system. The Game-
bots [1] is a multi-agent system infrastructure derived from Unreal Tournament (UT). 
Unreal Tournament (UT) is a category of video games known as first-person shooters, 
where all real time players exist in a 3D virtual world with simulated physics. The 
Gamebots allows UT characters to be controlled over client-server network connec-
tions by feeding sensory information to bot clients and delivering action commands 
issued from bot clients back to the game server. In a dynamic virtual environment 
built on the Gamebots system, the UTBot must display human-level capabilities to 
play successfully, such as learning a map of their 3D environment, planning paths, 
and coordinating team activities under considering their adversaries. In order to assist 
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UT characters’ move in a 3D virtual world, the UT game maps contains many way-
points perceivable by characters on itself. These waypoints and links connecting two 
adjacent waypoints constitute a directional graph model for UTBot’s exploration. The 
UTBot was built upon a generic behavior-based agent architecture, CAA (Context-
sensitive Agent Architecture). Our CAA consists of (1) a world model; (2) an internal 
model; (3) a behavior library; (4) a set of sensors and effectors; and (5) an interpreter. 
Fig. 5 shows the UML class diagram of the UTBot. The UTBot has a variety of exter-
nal behaviors such as Explore, Attack_Point, Defend_Point, Collect_Powerup, Col-
lect_Weapon, Collect_Armor, Chase, Attack, Retreat, and MoveTo. Table 4 lists 
available internal modes and the associated external behaviors. To transit from one 
internal mode to another, the CAA UTBot has a set of internal behaviors such as 
ExploreToDominate, DominateToCollect, and CollectToDominate. 

 

Fig. 5. UML Class Diagram of the UTBot 
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Table 4. The Internal Modes and the Associated External Behaviors 

Internal 
Modes 

External Behaviors 

Explore MoveTo, Explore, Attack, Chase, Retreat 
Dominate MoveTo, Attack_Point, Defend_Point 
Collect MoveTo, Collect_Powerup, Collect_Weapon, Collect_Armor, Retreat, Attack 
Died No Behaviors 
Healed No Behaviors 

Based on the proposed DFS-RTA* and DFS-PHA* algorithms, we implemented the 
UTBot’s exploring behavior. The UTBot provides a visualization tool shown in 
Fig. 6. This visualization tool can help us keep track and analyze the UTBot’s explor-
ing behavior. 

5   Experiments 

In order to compare with our DFS-RTA* and DFS-PHA*, we implemented another 
depth-first search algorithm for exploration. The DFS-DFS algorithm uses a simple 
depth-first search strategy not only for traversing the entire graph systematically 
before stuck, but also for finding a backtracking path to the unexhausted node from 
the obtained graph G’. Four different UT game maps of 90, 120, 150, and 180 
nodes were prepared for experiments. On each game map, we tried individual ex-
ploration algorithms (DFS-DFS, DFS-RTA*, DFS-PHA*) five times with different 
starting point. Fig. 7, 8, and 9 represent the result of experiments.  Fig. 7 shows the 
average number of visited nodes, Fig. 8 shows the average traveled distance, and 
Fig. 9 shows the average consumed time of individual exploration algorithms, re-
spectively. 

 

Fig. 6. Visualization Tool 

 

Fig. 7. Visited Nodes 
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Fig. 8. Traveled Distance 

 

Fig. 9. Consumed Time 

We can find out that our DFS-RTA* and DFS-PHA* algorithms outperforms the 
simple DFS-DFS algorithm in all three different performance measures. In particular, 
two algorithms show high efficiency in terms of the visited nodes and the traveled 
distance. Moreover, the more complex and larger world maps are used, the clearer 
superiority of our algorithms is. We also notice that DFA-PHA* slightly outperforms 
DFS-RTA* among two proposed algorithms. The reason is in part that the algorithm 
PHA* can guarantee to find an optimal path to the destination, but the RTA* can 
guarantee just a suboptimal path. 

6   Conclusions 

We presented DFS-RTA* and DFS-PHA*, two real-time graph search algorithms for 
exploring and mapping an unknown environment. Both algorithms are based upon the 
simple depth-first search strategy, but they use different real-time shortest path-
finding methods for fast backtracking to the last unexhausted node. Through some 
experiments with a virtual agent deploying in a 3D interactive computer game envi-
ronment, we confirmed the completeness and efficiency of two algorithms. 
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Abstract. The semantic Web relies on the publication of formally represented
knowledge (ontologies), retrieved and manipulated by software agents using rea-
soning mechanisms. OWL (Web Ontology Language), the knowledge representa-
tion language of the semantic Web, has been designed on the basis of description
logics, for the use of deductive mechanisms such as classification and instanti-
ation. Case-Based reasoning is a reasoning paradigm that relies on the reuse of
cases stored in a case base. This reuse is usually performed by the adaptation of
the solution of previously solved problems, retrieved from the case base, thanks
to analogical reasoning. This article is about the integration of case-based rea-
soning into the semantic Web technologies, addressing the issue of analogical
reasoning on the semantic Web. In particular, we show how OWL is extended for
the representation of adaptation knowledge, and how the retrieval and adaptation
steps of case-based reasoning are implemented on the basis of OWL reasoning.

Keywords: Case-based reasoning, semantic Web, OWL, description logic rea-
soning, oncology.

1 Introduction

The case-based reasoning (CBR) process relies on three types of knowledge: the domain
knowledge, the adaptation knowledge and the cases [1]. Regarding the semantic Web,
the goal of an ontology is to formalize the knowledge about a particular application do-
main. Thus, an ontology may play the role of the domain knowledge container for CBR.
But the semantic Web technologies and the representation languages such as OWL [2]
do not include the features required for the representation of knowledge about similarity
and adaptation that constitute the core of adaptation knowledge. For this purpose, this
article describes an extension of OWL according to a representation model for adapta-
tion knowledge. This model can be seen as an ontology for CBR, allowing to formalize
domain-dependent adaptation knowledge to be applied within a domain-independent
CBR mechanism. Being represented in OWL, adaptation knowledge can be related with
ontologies and cases available on the semantic Web. A CBR service implemented on
the basis of this model and of standard OWL inferences is described hereafter, and can
be considered as a new reasoning tool for adaptation on the semantic Web.

J. Euzenat and J. Domingue (Eds.): AIMSA 2006, LNAI 4183, pp. 190–200, 2006.
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Our main motivation for the integration of CBR within the semantic Web infrastruc-
ture is the development a semantic portal dedicated to knowledge management and
decision support in oncology. This application is briefly described in the next section.
Section 3 presents OWL, the standard language for ontology representation, and so,
one of the most important semantic Web technologies. OWL can be used to formalize
the domain knowledge and the cases for CBR, but has no facilities for handling adap-
tation knowledge. The way OWL is extended for adaptation knowledge representation
is detailed in section 4. Using OWL as a knowledge and case representation language
for CBR allows to apply standard OWL reasoning mechanisms, like subsumption and
instantiation, within the CBR inferences, as shown in section 5. Finally, section 6 draws
some conclusions and points out the future work.

2 Motivating Application: A Semantic Portal in Oncology

In the Lorraine region of France, the adequate therapeutic decision is established for the
majority of the patients by applying a medical protocol that associates standard patient
characteristics with a recommended treatment. Even if it is designed to take into account
the majority of the medical cases, a protocol does not cover all the situations. Decisions
concerning out of the protocol patients are elaborated within a multi-disciplinary expert
committee, and rely on the adaptation of the solutions provided by the protocol for
similar cases. OWL has been used for the formalization of the knowledge contained in a
protocol. Furthermore, in order to provide an intelligent access to knowledge for distant
practitioners, a semantic portal has been built, relying on the reasoning mechanisms
associated with OWL, and providing a support for knowledge management and decision
making in oncology [3]. In the perspective of decision support for out of the protocol
cases, a CBR mechanism may be applied on formalized protocols [4]. For this reason,
the knowledge used by expert committees may be represented and operationalized as
adaptation knowledge, in a declarative way, in order to become sharable and reusable.

3 A Brief Introduction to OWL

This section presents an overview of the OWL language with the aim of introducing
the basic definitions that are used in the rest of the paper. The complete syntax and
semantics of OWL can be found in [2].

An OWL ontology contains definitions of classes, properties and individuals from
the represented domain. An individual corresponds to an object. A property denotes a
binary relation between objects. A class represents a set of objects. The semantics of an
OWL ontology is given by an interpretation I = (∆I , ·I), where ∆I is a non empty
set, called the interpretation domain, and ·I is the interpretation function. This function
maps a class C into a subset CI of the interpretation domain ∆I , a property p into a
subset pI of ∆I × ∆I , and an individual a to an element aI of ∆I .

An OWL ontology O is defined by a set of axioms and a set of assertions. Classes are
introduced through the use of axioms of the form1 C � D , C and D being two classes.

1 In this paper, we use the description logic way of writing expressions in OWL.
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C � D is satisfied by an interpretation I if CI ⊆ DI . C ≡ D is a notation for C � D and
D � C. Axioms of the form p � q between properties (p and q) also exist in OWL.
Assertions are used to introduce individuals. There are two types of assertions: C(a) (a
is an instance of C) and p(a,b) (a and b are related by p), C being a class, a and b two
individuals, and p a property. C(a) is satisfied by an interpretation I if aI ∈ CI and
p(a,b) is satisfied by I if (aI ,bI) ∈ pI . I is a model of an ontology O whenever
it satisfies all the axioms and assertions defining O. OWL provides constructors for
building complex classes like the class conjunction ((C � D)I = CI ∩ DI ) and the
existential quantifier, ((∃p.C)I = {x ∈ ∆I | ∃y ∈ CI , (x, y) ⊆ RI}).

4 Adaptation Knowledge Representation Within OWL Ontologies

CBR is mainly based on two operations: retrieval and adaptation. The retrieval opera-
tion selects a source problem srce that is considered to be similar to the target problem
tgt to be solved. The problem srce retrieved in the case base is associated with a so-
lution Sol(srce). The goal of adaptation is to modify Sol(srce) in order to build
a solution Sol(tgt) to tgt.

In knowledge-intensive CBR [5], case representation and CBR inferences rely on
domain knowledge and on adaptation knowledge, i.e. knowledge about similarity and
adaptation. On the semantic Web, domain knowledge is contained in OWL ontologies.
A CBR mechanism on the semantic Web has to be able to manage reusable and sharable
adaptation knowledge, in a technology compatible with the semantic Web infrastruc-
ture. The model of reformulations introduced in [6] is a general framework for mod-
eling adaptation knowledge into simple and separated components. In the following,
we propose a formalization of the reformulation model in OWL, providing a way to
represent and to operationalize adaptation knowledge in relation with semantic Web
ontologies.

4.1 Reformulations

A reformulation is a pair (r, Ar) where r is a relation between problems, and Ar is an
adaptation function: if r relates srce to tgt –denoted by “srce r tgt”– then any
solution Sol(srce) of srce can be adapted into a solution Sol(tgt) of tgt thanks
to the adaptation function Ar –denoted by “Sol(srce) Ar Sol(tgt)”.

In the reformulation model, retrieval consists in finding a similarity path relating
srce to tgt, i.e. a composition of relations rk, introducing intermediate problems
pbk between the source and the target problems. Every rk relation is linked by a re-
formulation to an adaptation function Ark

. Accordingly, the sequence of adaptation
functions following the similarity path is reified in a corresponding adaptation path
(see figure 1).

The model of reformulations is a general framework for representing adaptation
knowledge. The operations corresponding to problem relations rk and adaptation func-
tions Ark

have to be designed for a particular application or purpose. Most of the time,
these operations rely on transformation operations such as specialization, generaliza-
tion and substitution. These transformations allow the creation of the pbk problems for
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Fig. 1. A similarity path from srce to tgt (first line) and the corresponding adaptation path
(second line)

Breast Ablation Breast Ablation Breast Ablation
Ovary Ablation Ovary ablation Tamoxifen

Between 20 and 75 yearsBetween 20 and 75 y Between 20 and 75 years
Tumor size in [4;7] cmTumor size in [4;7] cmTumor size in [4;7] cm
Unknown LocalizationInternal Localisation
Unifocal TumorUnifocal TumorUnifocal Tumor

Female Patient Male PatientFemale Patient

Unknown Localization

srce pb1 tgt

Sol(srce) Sol(pb1) Sol(tgt)

r1 r2

Ar1 Ar2

Fig. 2. An example of problem-solving using reformulations

building the similarity path and of the Sol(pbk) solutions for the adaptation path: a
relation of the form pb1 r pb2 and an adaptation such as Sol(pb1) Ar Sol(pb2)
both correspond to an application of a transformation.

Moreover, the reformulation framework follows the principle of adaptation-guided
retrieval [7], i.e. only source cases for which a solution is adaptable are retrieved, mean-
ing (and implying) that adaptation knowledge is available. According to this principle,
similarity paths provide a “symbolic reification” of similarity between problems, allow-
ing the case-based reasoner to build understandable explanation of the results.

An Example Application of Reformulations to Breast Cancer Treatment. In our appli-
cation to oncology, CBR is used for building recommendations for patients for which
the protocol does not provide any satisfactory answer: the recommendations provided
by the protocol for similar patients are adapted to these out of the protocol patients. In
this application, the problems are descriptions of patients and the solutions are descrip-
tions of the treatment to apply. Figure 2 presents a simplified and informal example
of the application of reformulations in this domain. In this example, the tgt problem
corresponds to the description of a patient for which the protocol cannot be applied di-
rectly. There are two reasons for that. First, this patient is a man, and the protocol for
breast cancer treatment is designed to take into account only female patients. Second,
for this patient, the tumor localization cannot be determined in the breast (linked with
the fact that the patient is a man). The other characteristics used for taking a decision
concern the age of the patient, the size of the tumor and the fact that the tumor has only
one focus point. Two reformulations, (r1, Ar1) and (r2, Ar2), are applied for solving
the tgt problem. The first one indicates that, when the localization of the tumor is
unknown, the patient should be considered as if he had an internal tumor (because it
is the worst case, and so, the one for which the largest treatment should be applied).
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The adaptation function Ar1 simply corresponds to a copy of the solution. The second
reformulation expresses that, when the difference between the target problem tgt and
another problem pb1 relies on different values for the sex (male for pb1 and female for
tgt), then the adaptation of Sol(pb1) for building Sol(tgt) consists in replacing
the ovary ablation (not applicable to a man) by another hormone therapy having similar
effects, i.e. some cures of an anti-oestrogen drug called tamoxifen.

In the following, the above example will be used to illustrate our approach and will
be formalized in OWL. It has obviously been largely simplified and many points could
be discussed concerning the quality of the knowledge modeling. However, these con-
siderations have no influence on the validity of the presented general approach.

4.2 Reformulations in OWL

CBR relies on the notions of problem, solution, similarity and adaptation. In the refor-
mulation model, similarity and adaptation are reified through the relations r between
problems, the adaptation functions Ar, the similarity paths and the adaptation paths.
In this section, we show how to integrate these elements within the semantic Web in-
frastructure and OWL ontologies. In other terms, we build a CBR ontology in OWL,
on the basis of the reformulation model. It can be noticed that, although the reformula-
tion model is simple, its representation is based on advanced knowledge representation
features such as, for example, property reification. The OWL representation of the re-
formulation model is depicted in figure 3, and detailed hereafter.

property sub−class ofClass property type

SolutionProblem 

reformulationProblemRelation SolutionAdaptation

hasSolution

SimilarityPath AdaptationPath

Fig. 3. Schema of the reformulation model in OWL

Problems and Solutions. CBR operations manipulate cases of the form (pb,Sol(pb)),
corresponding to problems pb associated with their solutions Sol(pb). Using the
OWL model of figure 3, a problem is represented by an instance of the Problem class
and a solution by an instance of the Solution class. Particular problems are associ-
ated with their solutions using a property called hasSolution. In this way, a CBR
service relying on the reformulation ontology can be applied on case bases represented
in OWL by a set of assertions of the form:
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Problem(p) Solution(s) hasSolution(p,s)

The target problem can be simply declared as an instance of the Problem class:

Problem(tgt)

Additionally, each problem and solution are described by assertions on elements of the
domain ontology. The goal of the CBR process is then to relate the tgt individual to
instances of the Solution class by the hasSolution property.

The classes Problem and Solution play a central role in the relationship be-
tween the CBR process, involving elements of the reformulation model, and the do-
main knowledge, represented in a domain ontology. In the application for breast cancer
treatment, the domain knowledge and the case base are contained in an OWL repre-
sentation of the decision protocol. This protocol associates instances of the Patient
class with instances of the Treatment class using the recommendation property.
Thus, in order to apply the CBR service on this representation the following axioms are
declared:

Patient � Problem Treatment � Solution

recommendation � hasSolution

Similarity and Adaptation. In the reformulation model, a relation r represents a link
between two problems and can be considered as a knowledge element for modeling
the similarity in a particular application domain. A relation r is formalized in OWL
by a property holding between two problems. For example, the relation corresponding
to a change of sex in figure 2 (the r2 relation) corresponds to a property linking an
instance of female patient to an instance of male patient. In OWL, one can indicate on
which class a property should apply, i.e. the domain of the property. domain(p,C) is
a notation indicating that the class C represents the domain of the property p. In the
same way, the range of a property is the class in which the property should take its
values. The notation for indicating that a class C represents the range of a property p
is range(p,C). Thus, the two relations r1 and r2 used in the example figure 2 can be
introduced in the following way:

domain(r1,P-LInt) range(r1,P-LUnk)
domain(r2,Patient-F) range(r2,Patient-M)

where the four involved classes are defined in the domain knowledge (the protocol
representation) by the following axioms:

P-LUnk ≡ Patient � ∃hasTumor.(∃localization.Unknown)
P-LInt ≡ Patient � ∃hasTumor.(∃localization.Internal)
Patient-M ≡ Patient � ∃sex.Male

Patient-F ≡ Patient � ∃sex.Female

In the same way, the adaptation functions Ar are represented by properties, having
subclasses of Treatment as domain and range.
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Relations r between problems and adaptation functions Ar are introduced using
two new types of properties, i.e. ProblemRelation and SolutionAdaptation.
Types of properties are subclasses of the Property class in OWL2. The relations
between problems and the adaptation functions of the previous example (r1, r2, Ar1

and Ar2 ) are represented by properties, instances of the ProblemRelation
and SolutionAdaptation property types, and introduced by the following
assertions:

ProblemRelation(r1) ProblemRelation(r2)
SolutionAdaptation(Ar1) SolutionAdaptation(Ar2)

In the reformulation model, a similarity path is defined as a sequence of relations
ri between problems, relating a source problem to a target problem, and introducing
intermediary problems pbi. Therefore, a similarity path can also be considered as a
relation between problems. The property type SimilarityPath is then declared as
a subclass of ProblemRelation. The chaining of the relations ri contained in a
similarity path is represented on the basis of a recursive definition using three proper-
ties: previousRelation, pbi and nextRelation. For example, the similarity
path

srce r1 pb1 r2 pb2 r3 tgt

can be described in OWL by the following assertions:

r1(srce, pb1) SimilarityPath (cs1) SimilarityPath(cs2)
r2(pb1,pb2) previousRelation(cs1, r1) previousRelation(cs2, r2)
r3(pb2, tgt) pbi(cs1, pb1) pbi(cs2, pb2)
cs1(srce, tgt) nextRelation(cs1, cs2) nextRelation(cs2, r3)
cs2(pb1, tgt)

In the same way, adaptation paths are represented using the AdaptationPath prop-
erty type, which is a subclass of SolutionAdaptation. They correspond to recur-
sive definitions of sequences of adaptation functions Ari

.

Reformulations. A reformulation is a pair (r, Ar), associating a relation r between
problems to an adaptation function Ar. Therefore, a reformulation is represented in
the OWL model by a property occurring between instances of ProblemRelation
and instances of SolutionAdaptation. The two reformulations (r1, Ar1) and
(r2, Ar2) of the above example are expressed by the following assertions:

reformulation(r1,Ar1) reformulation(r2,Ar2)

Moreover, in order to respect the principle of adaptation guided retrieval (a problem
is retrieved only if its solution is adaptable), a constraint is declared on the
ProblemRelation class, through the axiom

2 Here, we are using some advanced features of OWL: meta-classes and reflexivity. OWL has
three nested sub-languages –OWL Lite, OWL DL and OWL Full– and these features are avail-
able only in the most expressive one: OWL Full.
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ProblemRelation � ∃reformulation.SolutionAdaptation

indicating that any ProblemRelation should necessary be associated with at least
one SolutionAdaptation in a reformulation. The adaptation operation of the CBR
process is in charge of associating the corresponding adaptation path to any similarity
path built during the retrieval operation.

5 OWL Reasoning Within CBR Inferences

OWL has been designed on the principles of description logics. The inference mecha-
nisms usually available with these formalisms (namely subsumption and instantiation)
are useful when considering the implementation of a CBR system [8].

Given two classes C and D, the subsumption test in OWL is defined by C is subsumed
by D (C is more specific than D) if, for every model I of O, CI ⊆ DI . Based on the
subsumption test, classification consists in finding for a class C, the classes subsuming
C and the classes subsumed by C. Classification organizes the classes of the ontology in
a hierarchy. Regarding CBR, the class hierarchy is used as a indexing structure for the
case base, where a class represents an index for a source problem.

An index is an abstraction of a source problem, containing the relevant part of the
information leading to a particular solution [9]. We define an index idx(srce) as a
class for which srce is an instance and such that the solution Sol(srce) of srce
can be applied to solve any problem recognized as being an instance of idx(srce).
In other terms, whenever a problem tgt is recognized as an instance of idx(srce),
index of srce, the solution Sol(srce) of srce can be reused (without modification)
to solve tgt, i.e. Sol(srce) = Sol(tgt).

In OWL, instance checking tests whether an individual a is an instance of a class C,
i.e. if for every model I of O, aI ∈ CI . It supports the instantiation reasoning service
that consists, given an individual a, in finding the classes of which a is an instance.
Using instantiation, the retrieval operation of CBR consists in finding the index of a
source problem having an adaptable solution, rather than the source problem directly.
Thus, the similarity path built during retrieval relates the tgt problem to a problem
pb0, such that pb0 is an instance of idx(srce):

srce
isa−→ idx(srce)

isa←− pb0 r1 pb1 r2. . . pbq−1 rq tgt

where an “isa” arrow means “is an instance of”. Since pb0 is recognized as an instance
of idx(srce), its solution Sol(pb0) corresponds to the solution Sol(srce) of
srce. Therefore, the corresponding adaptation path is:

Sol(srce) = Sol(pb0) Ar1 Sol(pb1) Ar2 . . . Sol(pbq−1) Arq
Sol(tgt)

When using the breast cancer treatement protocol as a case base, source problems are
represented by their index classes, i.e. by sub-classes of the Patient class. Solutions
are then directly attached the these index classes, through axioms of the form: P �
∃recommendation.T, where P is a subclass of Patient and T is a subclass of
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treatment. Concerning the example in figure 2, the source problem is then represented
by a index class I, linked to the recommended treatment class S in the following way:

I ≡ Patient-F � ∃age.ge20 � ∃age.le75

� ∃hasTumor.(NonMultifocalTumor� ∃localization.Internal �
∃size.ge4 � ∃size.le7)

S ≡ BreastAblation� OvaryAblation

I � ∃recommendation.S

where ge20 represents the integer values greater or equal than 20, le75 the integer
values lower or equal than 75, ge4 the float values greater or equal than 4 and le7 the
float values lower or equal than 7.

On the basis of the previously defined relations r1 and r2 between problems, the fol-
lowing similarity path is then built by the retrieval operation using OWL instantiation:

I
isa←− pb0 r1 pb1 r2 tgt

tgt being an instance of Patient having the properties corresponding to the charac-
teristics of the patient to be treated (male sex, unknown localization, etc.). pb0 and pb1
are also instances of Patient. According to r2, pb1 has the same properties as tgt
except the sex (male for tgt and female for pb1). According to r1, pb0 has the same
properties as pb1 except the localization of the tumor (unknown for pb1, internal for
pb0). pb0 is recognized as an instance of the I index class defined previously, and is
thus associated with a solution Sol(pb0) of the S treatment class (i.e. a breast ablation
and an ovary ablation). Finally, the adaptation of this solution is based on the following
adaptation path:

S
isa←− Sol(pb0) Ar1 Sol(pb1) Ar2 Sol(tgt)

where Sol(pb1) is a copy of Sol(pb0) (application of Ar1 ) and Sol(tgt) is built
by replacing the ovary ablation in Sol(pb1) by some cures of tamoxifen (application

of Ar2): Sol(tgt) isa−→ BreastAblation� Tamoxifen.

Instantiation is also used to infer new knowledge units about an individual on the
basis of its concept membership, and of constraints contained in concept definitions.
For example, when a patient pat is an instance of the concept MalePatient, and if
it is declared that the localization of the tumor cannot be established for a man, i.e.

MalePatient � ∀tumor.(∃localisation.Undeterminable)

then it can be inferred that the localization of the tumor is Undeterminable for pat.
This mechanism is used to help the user elaborating the target problem for CBR.

6 Conclusion

This article describes a semantic Web based model for adaptation knowledge repre-
sentation, and its application in a CBR service, reusing the knowledge published on
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the semantic Web (OWL ontologies) and the inferences associated with OWL (sub-
sumption and instantiation). Some studies have been interested in defining markup lan-
guages for case representation, on the basis of XML [10] or RDF [11]. Description
logics have also been used for knowledge intensive CBR in several systems (see e.g.
[8]). The research work presented here consider the building of CBR systems in the
semantic Web framework and can be seen as a first guideline for practitioners to ap-
ply such techniques. Moreover, a prototype CBR system relying on OWL has been
implemented and is currently tested on our application in oncology. Although it has
been developed for the purpose of medical protocol adaptation, this system is generic
in the sense that it is independent of the application domain and can be reused in any
domain where domain knowledge, adaptation knowledge and cases are formalized in
OWL.

This last point, having OWL knowledge available, leads to a particularly important
ongoing work: adaptation knowledge acquisition. In the CBR literature, only a few pa-
pers investigate this issue (see e.g. [12]). For the purpose of the application in oncology,
the acquisition of adaptation knowledge on the basis of dialogs with experts has al-
ready been experimented [13]. A tool applying the principles of knowledge discovery
in databases and data mining is also currently developed [14].
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Abstract. In this paper, we present an approach for classifying doc-
uments based on the notion of a semantic similarity and the effective
representation of the content of the documents. The content of a doc-
ument is annotated and the resulting annotation is represented by a
labeled tree whose nodes and edges are represented by concepts lying
within a domain ontology. A reasoning process may be carried out on
annotation trees, allowing the comparison of documents between each
others, for classification or information retrieval purposes. An algorithm
for classifying documents with respect to semantic similarity and a dis-
cussion conclude the paper.

Keywords: content-based classification of documents, domain ontology,
document annotation, semantic similarity.

1 Introduction and Motivation

In this paper, we propose an approach for defining a semantic annotation of Web
textual documents based on the content of the documents. The core of the ap-
proach relies on the notions of annotation tree and semantic similarity, allowing
to manipulate documents with respect to their content, for, e.g. reasoning and
information retrieval. An annotation is represented as a labeled tree according
to a domain ontology, and is named annotation tree. Annotation trees can be
compared and classified, and are the basis for evaluating a semantic similarity
between documents.

Most of the information retrieval systems are based on keyword search, with a
more or less sophisticated use of keywords, including for example normalized or
weighted keywords, weighted or thesaurus-based relations between keywords for
document matching and retrieval [16]. These information retrieval approaches
are based on a rather rough and direct use of the set of –unrelated– keywords
associated to a document, whereas it could be useful to take into account the
semantic relations existing between keywords. These approaches are efficient
for simple and standard tasks, but show their limits within more complex ap-
plications, e.g. applications for semantic Web, where an actual, explicit, and
semantic access to the content of documents is needed. In addition, research
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work on information retrieval and semantic Web is mainly based on the use of
domain knowledge and reasoning, for improving document representation and
query answering. Research work on semantic annotation of documents aims at
making inferences using a knowledge-based annotation of documents, turning a
human-understandable content into a machine understandable content [10,9,18].

In this research work, we present a content-based classification of textual
Web documents based on a semantic annotation of the content of documents.
A semantic annotation is represented as a labeled tree, where a node is typed
by a concept of the domain ontology, while an edge is typed by a relation be-
tween two concepts. The ontology holds on the domain of the documents, and
includes concepts and relations organized by a subsumption relation. This kind
of labeled-tree representation can be likened to graphs of rdf statements or to
the xml object model of documents (dom), where the semantics associated to
the elements of an annotation relies on a domain ontology.

This content-based annotation of documents supports a classification process
using semantic similarity between document annotations. The classification pro-
cess allows to organize documents in categories with respect to their contents and
domain knowledge. Semantically similar documents are classified within a class
describing their common characteristics according to the domain ontology, where
an individual document is reified as an instance of a class. In this way, documents
holding on some topics of interest may be classified according to the classes
representing these topics in the domain ontology. For example, it can be useful
for a researcher looking for specific scientific publications to navigate within a
hierarchy of classes, where a class represents a set of documents holding on some
selected topics, instead of consulting a flat and unordered list of documents.
In this context, a query is represented as a class whose instances (representing
individual documents) are considered as answers to the query. For answering a
query, the class representing the query is built and then classified in the hierarchy
of document categories. Once the query is classified, the instances of the classes
subsumed by the query are returned as potential answers to the query.

The paper is organized as follows. In section 2, the notion of semantic anno-
tation of documents is introduced. Then, in section 3, semantic similarity and
document classification are detailed and illustrated. A discussion on the anno-
tation and classification processes ends the paper.

2 The Annotation of Textual Web Documents

2.1 Introducing the Domain Ontology

Given a reference domain D, an ontology OD is considered as a hierarchy of
classes and relation classes: classes represent the concepts of the domain D while
relation classes represent relations between concepts [13,17]. The ontology OD is
used for studying a set of documents Docs related to the domain D. A class has
a name and is either primitive or defined by a set of attributes. As in description
logics, the attributes of a defined class act as necessary and sufficient conditions
for declaring an individual as an instance of a defined class [3]. In the same way,
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Fig. 1. A fragment of an ontology of classes and relation classes holding on computer
science documents

a relation class has a name, a domain, a range, and additional properties such
as reflexivity, symmetry, transitivity. . . Classes are organized within a hierarchy,
namely OD, by a subsumption relation: whenever the class C1 is subsumed by
the class C2, written C1 � C2, then the individuals that are instances of C1
are also instances of C2. For relation classes, the relation R1 is subsumed by the
relation R2, written R1 � R2, when, given two individuals a and b, R1(a, b) implies
R2(a, b). All classes and relation classes are subsumed by � (Top), the root of
the hierarchy OD. A fragment of an ontology is given in figure 1, where the
relation class keyword subsumes the relation class title keyword, and the class
Document subsumes the classes HtmlPage and BibTexEntry.

2.2 The Annotation of Documents

Definition 1. An annotation associated to a document D, denoted by A(D), is
defined as a labeled rooted tree A(D) = (N, E) where N is a set of nodes having
a label and a type, and E is a set of edges having the form e = (n, a, n′) where
n, n′ ∈ N and a is the label of the edge. The labeled tree A(D) = (N, E) associated
D is called the annotation tree of the document D.

In such a tree-based annotation, a node and an edge have a label and a type.
The type makes reference either to a class of OD or to the special datatype
String (not explicitly represented in OD, and unique datatype considered in
the present framework). For notational convenience, the type of an element x is
supposed to be returned by the function type(x). In addition, the label of a node
or an edge is derived from the associated type. Then, for an edge e = (n, a, n′),
we will indifferently write type(e) or type(a) for denoting the type of the edge
e. A uri, i.e. a Uniform Resource Identifier, may be associated to a node for
pointing to a specific resource (as in rdf statements). In case the node is a leaf
in the annotation tree (i.e. the node has no descendant), a “value” whose type is
String may be attached to that node. By analogy with types, the value or the
uri attached to a node are supposed to be returned by the function value(x).
It is assumed that a leaf can have a value or a uri, but not both (exclusive or).

At the moment, an annotation is represented as a tree and not as a graph (as
it could be the case with rdf statements). One main reason is for keeping things
more simple, i.e. a simple structure of an annotation allowing efficient comparison
procedures and a simple conceptual representation (using description logics).
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The figure 2 gives an example of two documents D1 and D2 with their associ-
ated annotation trees. The annotation tree associated to D1 describes an HTML
webpage about a publication in the ERCIM News journal, where the authors,
the title, the keywords, the journal keywords. . . are extracted from the HTML
page. In the same way, the tree associated to D2 describes a BibTex entry using
the main characteristics of this entry.

Fig. 2. Example of two documents with their annotation trees

It can be useful to distinguish between generic and specific annotations. A
generic annotation is associated to a set of different documents while a specific
annotation is associated to only one particular document. Firstly, a node n is
specific or instantiated whenever it has an associated uri or a value (whose
type is String) ; otherwise the node is generic. Accordingly, an annotation
A is specific whenever the root of A, denoted by root(A), and the leaves of A
are specific nodes ; otherwise, A is generic. For example, the annotation trees
associated to the documents D1 and D2 in figure 2 are specific annotations. By
contrast, the common subtree of A(D1) and A(D2) given in figure 3 is a generic
annotation to which more than one document can be attached, here for example
D1 and D2.

Let D1 and D2 be two documents, and A(D1) = (N1, E1) and A(D2) = (N2, E2)
their respective specific annotation trees. When there is no ambiguity, A(D1) =
(N1, E1) and A(D2) = (N2, E2) are written for short respectively A1 and A2. As
introduced just above, a subsumption (a partial order relation) and an instantia-
tion relations are defined on specific and generic annotations (these subsumption
and instantiation relations are inspired from subsumption of molecular structures
detailed in [15]).
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Fig. 3. The subtree generalizing the two annotation trees given in in figure 2

Fig. 4. The links existing between specific annotations, generic annotations and the
domain ontology

Definition 2. An annotation A1 = (N1, B1) is subsumed by an annotation A2 =
(N2, B2), denoted by A1 � A2, if there exists a subtree A1′ = (N1′, B1′) of A1, and
an isomorphism µ between A1′ and A2 preserving types, i.e. for each edge e2 =
(n2, a2, n′2) in A2, there exists an edge e1 = (n1, a1, n′1) in A1′, where n2 = µ(n1)
and type(n1) � type(n2), a2 = µ(a1) and type(a1) � type(a2), n2′ = µ(n1′)
and type(n1′) � type(n2′).

A specific annotation A1 = (N1, E1) is an instance of a generic annotation
A2 = (N2, E2) if and only if A1 � A2.

Two remarks have to be made: (i) the most general annotation is supposed
to be identified with �, the root of the hierarchy of concepts and relations,
(ii) subsumption on annotations is supposed to hold only between connected
annotation trees.

Figure 4 illustrates how generic and specific annotations are related to each
other. A specific annotation is associated to a particular document and is com-
posed of several elements of annotation (annotation items) that are typed by
classes of the ontology OD. Moreover, a specific annotation is an instance of a
generic annotation.

The different elements composing semantic annotations may be represented
using semantic Web languages such as rdf, rdf-schema or owl [8,2]. The
annotation trees can be considered either as rdf graphs or xml document mod-
els. In this way, the present work can be appliqued to the comparison of xml
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documents (considered as trees). Moreover, based on annotation trees, it becomes
possible to compare two documents on the basis of their content, by computing
the “semantic similarity” of the two documents. For example, the documents
D1 and D2 in figure 2 are “semantically similar” because they both describe a
document written by an author named Amedeo Napoli, in collaboration with
another author that is a PhDStudent, published in a periodical, and concerned
with Description Logics and Semantic Web. Such a comparison is based on a sub-
sumption test of the annotation trees of the considered documents. Moreover, the
generalized common subtree of the annotation trees must be sufficiently sized,
i.e. the size of the subtree must be greater than or equal to a given threshold.
These constructions, based on annotation trees and subsumption of annotation
trees, are made explicit in the next section.

3 Semantic Similarity and Document Classification

The semantic similarity between two documents is based on the semantic similar-
ity between their annotation trees. The similarity tree shared by two annotation
trees is also defined, for being used in a classification process aimed at catego-
rizing Web documents.

3.1 Semantic Similarity and Similarity Tree

First of all, the notion of least common subsumer (lcs) within a class hierarchy
is introduced, than can be likened to the lcs operation in description logics
[4,5,6] or to the projection in the conceptual graph theory [7,14].

Definition 3. Given the ontology OD and two classes C1 and C2, the class C
is the least common subsumer (class) of the classes C1 and C2, denoted by C =
lcs(C1, C2), if C 	= �, C1 � C and C2 � C, and whenever C1 � C′ and C2 � C′

then C � C′, i.e. C is minimal among the subsumers of the classes C1 and C2.

Based on this definition, given two annotation trees A1 and A2, two nodes n1 ∈ N1
and n2 ∈ N2 are said to be semantically similar whenever one of the following
conditions is verified:

– type(n1) = type(n2) = String and value(n1) = value(n2).
– type(n1) 	= String, type(n2) 	= String, and C = lcs(type(n1), type(n2))

exists in OD.

By convenience, the class C is said to be the least common subsumer of the
two nodes n1 and n2, denoted by C = lcs(n1, n2). In the same way, two edges
e1 = (n1, a1, n′1) and e2 = (n2, a2, n′2) are semantically similar whenever the
following is verified: n1 is semantically similar to n2, n′1 is semantically similar
to n′2, and the class A = lcs(type(a1), type(a2)) exists in OD. By analogy with
nodes, the edge e = (n, a, n′) where n = lcs(n1, n2), n′ = lcs(n′1, n

′
2), and a =

lcs(a1, a2), is said to be the least common subsumer of the edges e1 = (n1, a1, n′1)
and e2 = (n2, a2, n′2), denoted by e = lcs(e1, e2).
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For example, considering the two annotation trees in figure 2, the following
elements of semantic similarity may be extracted:

– The root of A1, labeled by type = HtmlPage, is similar to the root of A2,
labeled by type = BibTexInproceedings, with Document = lcs(HtmlPage,-
BibTexInproceedings).

– The edges labeled in A1 by has author, author, and has keywords, are
identical to the corresponding edges in A2.

– The edges issued from the roots root(A1) and root(A2), labeled by has se-
ries and published in, are similar to published in = lcs(published in,
has series).

– The two leaves labeled by type = PhDStudent are similar, even if their
values are not equal.

The notion of semantic similarity can be generalized to annotation trees and
thus to documents in the following way. Let D1 and D2 be two documents, and
A1 and A2 their respective specific annotation trees. As A1 and A2 are specific
annotation trees, they have an associated generic annotation tree, namely the
generic annotation they are an instance of. Then, the annotation trees A1 and A2
are similar if there exists an annotation tree that is the least common subsumer
of A1 and A2. For example, the similarity tree of the two annotation trees shown in
figure 2 is given in figure 3. More precisely, the semantic similarity for annotation
trees is defined as follows.

Definition 4. The two annotation trees A1 = (N1, E1) associated to the document
D1, and A2 = (N2, E2) associated to the document D2, are said to be semantically
similar with degree α, if there exists an annotation tree denoted by AS(A1, A2) =
(N, E) that is the least common subsumer of A1 and A2. Moreover, the degree α
is given by:

α((A1, A2)|AS(A1, A2)) =
|AS(A1, A2)|2

|A1| · |A2|
where |Ai| denotes the cardinal of the node set of the tree Ai, and |AS(A1, A2)| the
cardinal of the node set of the tree AS(A1, A2).

A constraint can be set up on the similarity degree, such that the degree of
the similarity tree AS(A1, A2) of A1 and A2 must be greater or equal to a fixed
similarity threshold σsim. For example, the two annotation trees A1 and A2 on
figure 2 are semantically similar with the similarity tree shown on figure 3, and
a degree equal to α((A1, A2)|AS(A1, A2)) = 92/(14.19) ≈ 0.305. This similarity is
acceptable for a threshold σsim of 0.25 for example.

3.2 An Algorithm for Constructing a Similarity Tree

The semantic similarity between documents depends on their annotation trees,
thus on the semantic similarity between nodes and edges of the annotation trees,
on a similarity degree, on a similarity threshold σsim, but also on isomorphism
between trees (linked to subsumption between annotations). Indeed, the building
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of AS(A1, A2) is based on two generalizations, say γ1 and γ2, such that AS(A1, A2)
= γ1(A1) = γ2(A2) (as in a unification process). Moreover, it has already been
remarked that the building of the similarity tree can be likened to the building
of the least common subsumers in description logics [4,5,6], or to the projection
of conceptual graphs [7,14].

The building of a similarity tree, given two annotation trees A1 and A2, may
be achieved according to the following rules, the generalizations γ1 and γ2 being
based on the definitions of the semantic similarity between nodes and edges.

– When two nodes n1 ∈ N1 and n2 ∈ N2 are semantically similar, then the node
n in AS(A1, A2) results from the generalization of n1 and n2, with n = γ1(n1) =
γ2(n2).
Practically, a function CreateNode(n1, n2) takes the nodes n1 ∈ N1 and n2 ∈
N2 as inputs, and searches for the class n = lcs(n1, n2) in OD, and then
builds the node labeled by n. In the case n1 = n2, with n1 and n2 having the
same value or uri, this value or uri is attached to the node labeled by n.

– When a node n1 ∈ N1 does not have any similar node in N2, then the sub-
stitution cannot be computed and the node n1 is not taken into account in
the building of the similarity tree. For example, this is the case of the node
type = AssistantProfessor,URI= http : //.../ lieber in figure 2, for A2.

– When two edges e1 = (n1, a1, n1′) ∈ E1 and e2 = (n2, a2, n2′) ∈ E2 are
semantically similar, then the edge e = (n, a, n′) in AS(A1, A2) is obtained by
generalizing e1 and e2, with n = γ1(n1) = γ2(n2), a = γ1(a1) = γ2(a2), and
n′ = γ1(n1′) = γ2(n2′).
Practically, a function CreateEdge(e1, e2) takes the two edges e1 and e2 as
inputs, and searches for the edge e = lcs(e1, e2) = (n, a, n′) in OD.

– When an edge e1 ∈ E1 does not have any similar edge in E2, then the substi-
tution is not defined and the edge e1 is not taken into account in the building
of the similarity tree.

The similarity tree is built by searching, starting from the roots root(A1) and
root(A2), the largest subtree that can be matched according to the previous
rules. The algorithm produces as output the correspondence between the nodes
of A1 and the nodes of A2:

1. The set of node correspondence between A1 and A2 for semantically similar
nodes, denoted by Πnode(A1, A2). For example, the correspondence for the
annotation trees given in figure 2 is:
Πnode(A1, A2) = {(a, r), (b, s), (c, t), (d, u), (f, v), (g, w), (h, z), (i, x), (j, y)}

2. The set of edge correspondence between A1 and A2 for semantically similar
edges, is denoted by Πedge(A1, A2). For example, Πedge(A1, A2) contains the
pairs of edges associated with the correspondence Πnode(A1, A2).

3. The set of nodes of A1 and the set of nodes of A2 that have not to be taken into
account. For example, all nodes of A1 and A2 that are not in Πnode(A1, A2) are
not taken into account for the construction of the similarity tree AS(A1, A2).

Two remarks have to be done. Firstly, the generalizations γ1 and γ2 are differ-
ent only when the nodes n1 or n2, or the edges e1 or e2, do not have any similar
node or edge. Secondly, the lcs operation here is much more simpler than the
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general building of a lcs in descriptions logics (see [5]): the lcs is actually not
built but searched for within the OD concept hierarchy, and thus corresponds
to an already existing concept.

3.3 An Algorithm for the Classification of Annotation Trees

Let D1 and D2 be two semantically similar documents with the similarity tree
AS(A1, A2) = (N, E), built from the annotation trees A1 = A(D1) = (N1, E1) and A2 =
A(D2) = (N2, E2). A classification algorithm may be proposed, for retrieving the
best instantiation class with respect to the similarity degree for the annotation
tree associated to a given document.

Let Docs be a set of documents, OD the ontology associated to Docs, and
HA a hierarchy of annotation trees associated to Docs (see figure 5). The classes
in HA represent generic annotations related to sets of documents in Docs, with
respect to the ontology OD. Actually, the HA hierarchy may also be considered
either as an ontology of generic annotations related to the documents in Docs,
or to a classification of the documents in Docs.

Fig. 5. A hierarchy HA of annotations

Given the ontology OD and an annotation hierarchy HA, the principle of the
classification algorithm is the following. The classes subsuming A1 = A(D1) =
(N1, E1) are searched in HA using a depth-first search. More precisely, there is a
search for the classes C in HA subsuming the generic annotation associated to
A1, i.e. A1 is an instance of C (as stated in definition 2). Zero or more subsuming
classes may exist in HA:
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– When no subsuming class exists, then the type of the document D1 is not
represented in HA. A new class representing D1 can be created, as in an
incremental classification algorithm [11]. Maybe, this means that the themes
of the document D1 are out of the scope of those underlying the ontology OD
and the documents in Docs.

– If one or more classes subsume A1, then similar documents to D1 are found,
namely the documents that are instances of classes subsuming A1 or the
subsumers of A1. The subsumers can be sorted according to their similarity
degree, i.e. more a class is close to D1 better it is ranked.

For example, the annotation tree A2 associated to the document D2 is clas-
sified in the hierarchy HA as follows (cf. figure 5). According to the ontology
OD and to the hierarchy HA, the class ‘‘Periodical references’’ may be
selected (assimilating the series ‘‘LNCS’’ to a periodical publication), and then
the class ‘‘LNCS references about SW with DL in the title’’ is also se-
lected, as the most specific subsumer: both classes subsume the annotation tree
A2. Then, the class ‘‘SW + DL documents’’ is selected, but the class ‘‘PDF
documents of AIMSA’’ is discarded. Documents similar to D2 have been found,
namely the instances of the classes ‘‘Periodical references’’ and ‘‘LNCS
references about SW with DL in the title’’.

Such an algorithm can be used for classifying documents according to their
content, for comparing documents and for finding similar documents. Moreover,
the classification algorithm can be used for extending the HA hierarchy, with
respect to the OD ontology, by proposing new annotations classes. Actually,
these aspects of the present work are research perspectives and a straightforward
continuation of this work.

In addition, a semantic similarity measure between the two documents D1 and
D2 may be defined, taking into account the proportion of semantically similar
nodes in A1 and A2 with respect to AS(A1, A2), and the similarities between the
types, uri and values of the leaves in A1 and A2. A first formalization is proposed
in [1], and the definition of a more acceptable and efficient form is currently
under investigation.

4 Discussion and Conclusion

The present approach proposed for comparing documents represented by anno-
tation trees shows a number of advantages. On the one hand, relations existing
between terms describing the content of documents can be taken into account
and used for having a better understanding of the documents, i.e. for knowing
whether a document D1 is more general than a document D2, with respect to the
ontology OD and to the content of documents. On the other hand, annotation
trees can be manipulated, matched, and compared, using standard tools adapted
to xml document manipulation. Moreover, the present approach takes explicitly
advantage of the domain ontology OD, allowing sophisticated reasoning, e.g. for
finding analog documents, where two documents D1 and D2 are considered as
analogs when there exists a “similarity path”, i.e. a sequence of similar docu-
ments, between their annotation trees (see for example [12]).
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This approach has been implemented, and an experiment has been carried
out on bibliographic documents, for comparing the behavior of the present ap-
proach and more classical information retrieval approaches, based on vectors
and a thesaurus (organized by a generic/specific relation). The annotations are
composed of relations such as written-by (an author), published-in (a year),
edited-in (publication-support), talking-about (a keyword), etc. Some doc-
uments are found to be similar with the vector model, while they are found
to be not similar according to the annotation tree approach. For example, two
references containing the same type of authors, or published in a same type of
publication support, are found to be similar in the annotation tree approach,
while they are not (because of the need of exact matching) in the vector ap-
proach. It would be interesting then to combine both approaches, the robust
and efficient methods based on keyword vectors, and the approach based on the
annotation trees and the domain ontology. Moreover, the ontology that has been
used for the experiment remains to be improved, with more complex concept and
relation descriptions.

Finally, it must be remarked that the present approach, based on annotation
trees, may be well-suited for: (i) the detection or search of resources represented
as rdf graphs (a format that is in accordance with annotation trees), (ii) the
more general task of retrieval of xml documents according to a set of con-
straints, because of the tree-based representation that can be associated to an
xml document.
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Abstract. An effective solution to the problem of extending a dialogue system
to new knowledge domains requires a clear separation between the knowledge
and the system: as ontologies are used to conceptualize information, they can be
used as a means to improve the separation between the dialogue system and the
domain information. This paper presents the development of an ontology for the
cooking domain, to be integrated in a dialog system. The ontology comprehends
four main modules covering the key concepts of the cooking domain – actions,
food, recipes, and utensils – and three auxiliary modules – units and measures,
equivalencies and plate types.

Keywords: ontology construction, knowledge representation, dialogue systems,
natural language processing.

1 Introduction

An effective solution to the problem of extending a dialogue system to new knowledge
domains requires a clear separation between the knowledge and the system: as ontolo-
gies are used to conceptualize information, they can be used as a means to improve the
separation between the dialogue system and the domain information. Having a generic
spoken dialogue system able to manage specific devices at home, such as TVs, lamps
and windows, a natural step was to extend it to other domains. The cooking domain
appeared as an interesting application area since the dialog system was being used in an
exhibition called ”The House of the Future”. At that point we had an electronic agent
that could answer to voice commands allowing easier control of home devices using
only voice. Ontologies are used to conceptualize knowledge. So, if we managed to
“teach” the system how to use the ontological knowledge, we would increase indepen-
dence easing the task of adding new domains, since this would be as easy as plugging
an appropriate ontology.

The paper is structured as follows: section 2 presents a brief state-of-the-art in ontol-
ogy engineering; section 3 presents previously developed ontologies that could be used
if adequate; section 4 presents our ontology; section 5 details its development process;
section 6 describes the work done so far in integrating the ontology in the dialogue
system; future work and conclusions complete the paper.
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2 State of the Art

The work on the ontology field goes back to the beginning of 1990. The first ontologies
were built from scratch and made available in order to demonstrate their usefulness. By
that time no methodologies or guidelines were available to guide or ease the building
process. After some experiences on the field, [1] introduced some principles for the
design of ontologies. Gruber’s work was the first to describe the role of ontologies in
supporting knowledge sharing activities, and presented a set of guidelines for the devel-
opment of ontologies. The ontology building process became clearer, with the continu-
ous development of several other ontologies. As a consequence, the first methodologies
for building ontologies were proposed in 1995, leading to the emergence of the onto-
logical engineering field.

According to [2], three different generations of methodologies can be distinguished.
The first generation corresponds to the first attempts on understanding how ontologies
could be built. The building process was the main issue, postponing problems, such
as maintenance and reuse. Methodologies used in TOVE [3] and ENTERPRISE [4]
fit in this first generation. The second generation considers performing specification,
conceptualization, integration, and implementation as often as required, during the on-
tology lifetime. The initial version of METHONTOLOGY [5] belongs to the second
generation. The current version of the METHONTOLOGY and OTK [6] can be in-
cluded in this last generation of methodologies, where topics such as reusability and
configuration management, became activities of the development process. Currently,
neither a standard methodology exists, nor a sufficiently mature one was found having
a considerable user community.

Recent years have seen a surge of interest in the discovery and automatic creation of
complex, multi-relational knowledge structures, as several workshops on the field illus-
trate. For example, the natural language community is trying to acquire word semantics
from natural language texts. A remaining challenge is to evaluate in a quantitative man-
ner how useful or accurate the extracted ontology classes, properties and instances are.
This is a central issue as it is currently very hard to compare methods and approaches,
due to the lack of a shared understanding of the task at hand and its appropriate metrics.

3 Related Ontologies

The motto ontologies are built to be reused [5] conveys in an appropriate manner the
ideas originally proposed by [1]. Therefore, the first step was to survey existing knowl-
edge sources on the cooking domain and check their adequacy. Of these sources: (a)
USDA National Nutrient Database for Standard Reference is a database made by the
United Stated Department of Agriculture to be the major source of food composition
data in the United States. In its 18th release (SR18) comprehends 7,146 food items and
up to 136 food components [7]; (b) AGROVOC is a multi-lingual thesaurus made by the
Food and Agriculture Organization of the United Nations (FAO) that has about 17,000
concepts and 3 types of relations (preferred term, related term and broader term) [8];
(c) [9] presents the development of a wine (main focus), food and appropriate com-
binations of wine with meals ontology; (d) [10] presents a specialized wine ontology
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that covers maceration, fermentation processes, grape maturity state, wine character-
istics, and several classifications according to country and region where the wine was
produced; (e) [11] describes an ontology of culinary recipes, developed to be used in a
semantic querying system for the Web.

These ontologies did not cover what was intended in our project: some were too
specific, focusing on issues like wine (c and d) or nutrients themselves (a), others not
deep enough (e), focused (as stated in their objectives) in building a classification –
adequate to a specific application – of part of the knowledge we intended to structure.

4 Cooking Ontology

The development of the cooking ontology did not follow a specific ontology develop-
ment methodology, but was strongly influenced by the ideas presented in [12].

[recipes]
How do I make recipe R1?
What are the quantities to use when making recipe R1 for 4 persons?

[actions]
How do I do A1?

[times]
Which are the recipes that take less than 10 minutes to make?

[food]
Which recipes have food item F1, but not F2?
Which are the recipes that have as main ingedient food item F1?

[utensils]
Which utensils are used in recipe R1?
Which recipes can be made using the microwave?

[equivalencies]
How many liters is a cup?

Fig. 1. Competency questions

In brainstorm meetings the comprehension of the domain evolved to the identifica-
tion of four key areas of the cooking domain. As this areas are wide and independent
enough they were split into modules: (i) actions; (ii) food; (iii) recipes; (iv) kitchen
utensils. Also three auxiliary modules were found: units and measures, equivalencies,
and plate types. To define the scope of the ontology, informal competency questions
were formulated, figure 1. These questions addressed specifically each of the previ-
ously identified areas and guided the building process. Their satisfaction was contin-
uously evaluated: whenever a new release was made available it was checked if they
were being correctly answered.

Figure 2 shows the relations between the main concepts. A Recipe is organized into
three Phases: preparation, cooking and presentation. Each Phase is an ordered sequence
of Tasks, some of which may be optional. A Task is composed by an Action, its duration
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Fig. 2. Main concepts

time, and incorporates information about needed and produced Ingredients. Some of the
Ingredients of the Tasks are also part of the Phase that uses them (intermediate result
Ingredients are not accounted in the Phase concept). The Phase also has a duration
(Measure of time Units). Each Recipe has a Classification, a list of Ingredients and
required Utensils.

The current version of the cooking ontology has about 1151 classes, 92 slots (of
which 52 establish relations between classes) and 311 instances, distributed by the seven
modules.

5 Building Process

When building the ontology, activities like brainstorm sessions, knowledge validation
and disambiguation, conceptualization and formalization, or evaluation, among others,
were done along the project by all team members in weekly meetings. Acquisition, con-
ceptualization, and formalization of specific knowledge was divided into the identified
areas and assigned to different team members. The knowledge model was formalized
using Protégé [13], which can also be used to automatically generate the ontology code.

The requirements specification was defined from the dialogue system context, the
earlier phases of knowledge acquisition, and the competency questions.

5.1 Knowledge Acquisition

Knowledge acquisition, the first step of the building process, began with reading and
selecting available cooking books. The knowledge sources had different views about the
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subject, but they all agreed on the separation of concepts. For example, almost every
source had a description of the kitchen tools; animal (cow, pork, rabbit, etc.) parts;
and fish types. The first step to organize concepts was the knowledge in these sources.
Recipes were viewed as algorithms used to define a set of basic actions that later were
used to describe Recipe concepts.

5.2 Conceptualization

The main activities in conceptualization were (i) identification of concepts and their
properties; (ii) classification of groups of concepts in classification trees; (iii) descrip-
tion of properties; (iv) identification of instances; (v) description of instances. During
this phase, discussion and validation sessions were also held to identify the relations
between classification trees; initial debates were held to discuss how concepts should
be modelled (classes versus instances); and, harmonization of the identified properties
(within the several composing modules) and their definitions was performed.

5.3 Formalization

One of the main issues in formalization concerned relations between concepts. As it
was described before, several concepts (for example, Food and Utensils) entail own
hierarchies. Concepts within these hierarchies were associated through IS-A relations.
Attribute-based relations were used to associate concepts from the several hierarchies
and the other concepts (such as Task and Recipe). For example, a recipe uses utensils
and that is stated as a slot in the Recipe class.

Another key issue in formalization was to decide if each concept should be for-
malized as a class or instance. Several discussions and experiments were needed to
understand the best way to formalize the concepts and their relations. Here the main
complexity arose from the needed global coherence as the knowledge formalization
must be capable of describing a Recipe and all its related information.

Some concepts were formalized as classes and their instances use the defined hier-
archies as taxonomies (the values of the attributes are of class type). For example, a
Recipe has several attributes of this kind.

Food and Utensil concepts were formalized as classes. Food (abstract) classes will
have no instances as they are used as a taxonomy to characterize Ingredient instances.
Utensil instances depend on the usage of the ontology. For example, considering the
context of a dialog system (like the one described earlier), Utensil instances would be
the real utensils that the user can operate. Actions were formalized using classes and
instances: classes to arrange the hierarchy and instances to describe the leaves of the
classification tree.

5.4 Evaluation

Two types of evaluation were performed, neither using a standard methodology like On-
toClean [14], nor [15]: an internal evaluation performed by the whole team during the
ontology life cycle, and an external evaluation performed by the client. The client su-
pervised the releases mainly by asking the defined competency questions and checking
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whether the ontology could answer them. Since no inference is available at the moment,
all verifications were done by checking whether the information was available and if the
right relations existed. In later stages, this checking can be done automatically by using
an inference engine.

6 Integration in a Dialogue System

Some work has already been done that showed the advantages of using ontologies to
enrich spoken dialogue systems with domain knowledge [16,17].

As the motivation for this project was extending an existing spoken dialogue sys-
tem [18], the next step is to use the resulting ontology to enrich it.

The current version of the ontology is useful and usable in that context. Some pre-
liminary tests have been made to allow the autonomous agent to start helping in kitchen

Fig. 3. STAR architecture
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tasks. The current version of the system takes a list of recipes, asks the user which one
he wants to hear and reads it to the user.

Figure 3 shows the main architecture of our system. The system has six main mod-
ules: speech recognition, language analysis, external communication, response genera-
tion, speech synthesis and – at the centre, communicating with all the others – a dialogue
manager. For each of the modules, a gray box shows the domain knowledge that can
be used to produce better results. In the middle, the components of the dialogue man-
ager are presented: interpretation manager, dialogue context, task manager, behavioural
agent, service manager and generation manager. This modules are responsible for the
interpretation, the behaviour and the linguistic generation.

When the user says something, speech recognition needs to know the words related
to the domain to add them to the language model. After the speech is transformed into
text, the meaning of what was said depends on the dialogue context (what has been said
before) and on the knowledge domain. For instance, the taxonomical knowledge allows
a smarter reasoning and a better dialogue sequence. After understanding what has been
said, it is necessry to translate that into the external systems language. Once again, this
knowledge can be arranged in a Ontology. After the execution of the user’s commands,
a response is produced to inform on the results. The naturality of the system depends
on the chosen vocabulary. For instance, the usage of synonims in the communication.
Also when there is the need of some clarification, the sequence of the questions can be
enhanced if the questions are produced ordered by their relatedness.

The ontology gathers all the knowledge that currently is spread through the modules
of the system. This is an advantage as all the knowledge information will be concen-
trated in the same module, the ontology. Presently, is already necessary to collect the
knowledge when integrating a new domain. Using an ontology, instead of splitting that
knowledge into the relevant modules, turns it pluggable (plug-and-play).

Our dialogue system has an architecture similar to the well known used by TRIPS
[19]. It will be interesting to explore how the knowledge stored in an ontology can be
used automatically and dynamically by a dialogue system. For example, the words that
name the concepts can be used to collect the related vocabulary. The usage of a spread
architecture eases the transference of this technique to similar systems.

7 Future Work

Apart from adding new concepts, sharing, reusing, maintaining and evolving, which
are important issues for the future, each module has its own characteristics that can be
improved.

In the food module, an interesting possibility is to add new food classifications based
on different criteria. For example, a flavour based classification or one based on the
nutrition pyramid would increment the information level about food items. The ob-
servation of a large set of important characteristics of kitchen utensils suggests that
additional information can be added to each concept, either in the scope of the docu-
mentation, or in the set of defined properties. An improvement to the actions module
could be the integration of a process ontology to define complex actions and recipes.
Such restructuring should be carefully thought, since the benefits may be outweighed
by the difficulties.
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In the future, when using the ontology in our Dialogue System, the application could
include a personalized configuration to specify the real utensils that the user has at home
as Utensils instances. In that case, when referring to the objects the system could even
refer the place, for example the drawer, where they are stored. User adaptation could
focus on issues – with different impacts on the work done – like the following: kind of
dish could be extended to take some cultural differences into consideration – Pasta is
eaten before the main dish (as an appetizer) by Italians while Portuguese people eat it
as a main dish or even as companion for the meat or fish –; the origin of plates could
be connected to a Geographical Ontology in order to allow inference on geographical
proximity; and, the Season of the year when a meal is more adequate could lead to a
new module to be used replacing the current discrete values.

8 Conclusions

The aim for this work consisted on developing an ontology on the cooking domain, in
order to be integrated in a dialog system. The resulting ontology covers four main areas
of the domain knowledge: food, kitchen utensils, actions and recipes. Food, utensils
and actions areas of knowledge are formalized as class hierarchies with instances (in
what concerns actions), covering in a considerable extent – at least, accordingly to the
used information sources – the target domain. Recipes concepts interconnect concepts
from all the other areas, in order to define an adequate model of the cooking domain.
Two instances of Recipe were created to demonstrate the usability of the developed
specification.

The ontology building process was strongly influenced by METHONTOLOGY and
the phases of specification, knowledge acquisition, conceptualization, implementation
and evaluation were essential to achieve the intended result.

Despite the problems found, the ontology reached a usable state. All concepts were
structured and well documented. The integration with the dialogue system is work in
progress and only preliminary tests were conducted, since that effort is part of an on
going PhD thesis project.
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Abstract. The paper describes a methodology for bootstrapping relation 
extraction from unstructured text in the context of GATE, but also applied to 
the KIM semantic annotation platform. The focus is on identifying a set of 
relations between entities previously found by named entity recognizer. The 
methodology is developed and applied to three kinds of relations and evaluated 
both with the ANNIE system and the default information extraction module of 
KIM. The methodology covers the problem of identifying the task, the target 
domain, the development of training and testing corpora, and useful lexical 
resources, the choice of a particular relation extraction approach. The 
application of information extraction for the Semantic Web also brings a new 
interesting dimension of not merely recognizing the entity type, but going into 
instantiation of entity references and linking them to an entity instance in a 
semantic repository. 

Keywords: Relation Information Extraction, Semantic Web, Methodology. 

1   Rationale 

The world has been flooded with information by the phenomenon of the Internet in 
the recent decade or so. The initial model of the WWW has focused on mark-up 
languages defining the presentation, but did not address the structural or semantic 
aspects of the online content. Decades ago, the vision of a network of resources 
enriched with a machine readable semantic layer have been considered by some 
individuals (e.g. Jerry Hobbs with his students organized “the summer of semantics” 
in the late 70s and got some funding on creating an intelligent web. After some time 
the funding seized, obviously because the ideas were decades ahead of the main 
stream). However, only in the recent years the idea of the Semantic Web has appeared 
as a resurrection of this vision and is currently gaining momentum. The current 
problem is that there is a very limited amount of semantic descriptions on the Web 
given the scale of the latter. A solution would be to create technologies that generate 
descriptive metadata automatically. The KIM Platform1 is such a system for automatic 
                                                           
1 KIM Platform, http://www.ontotext.com/kim/ 
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meta-data generation. It performs shallow text analysis and generates semantic 
annotations, given that most of the available content on the Web is (at least partly) 
textually presented. The technique employed is Information Extraction (IE) with 
emphasis on Named Entities (NE). These entities are a significant hint to the 
“meaning” of the content, but much more can be done.  

In this context, it is very helpful to have a methodology for extending the IE from 
NE recognition to Relation Extraction (RE), e.g. finding person’s position in an 
organization, or organization’s location of activity. This motivated the development 
of RE for the KIM Platform as a methodology as well as concrete implementation for 
three kinds of relations.  

2   Introduction 

This paper describes a methodology for bootstrapping relation extraction from 
unstructured text in the context of the GATE platform2, defining the steps needed for 
a successful and robust RE development. The results of the approach were also 
integrated in KIM. The work was focused on the default IE module of KIM which 
was extended toward the extraction of relations between already recognised entities. 
Since the development of a methodology without a proof-of-concept application is 
like writing books that nobody reads, the paper also describes the development of a 
RE module focused on three relations: Person has Position within Organization, 
Organization activeIn Location, and Person has Position within Location.  

The different steps of the methodology are presented in section 3, the techniques 
used for the relation extraction in the example application – in section 4, and the 
evaluation results of the example application – in section 5. Some future work is 
proposed in section 6. 

3   Different Steps in the Methodology 

In this section the steps in the proposed RE bootstrapping methodology are presented. 
On Fig. 1 the different phases (influenced to a certain extend by the rule-based 
approach used in the example application) are depicted. The solid arrows represent the 
sequence of the phases and the dotted arrows represent the loops in the methodology. 

3.1   Task Definition 

The first step in the development of a RE module is oriented toward identifying a 
need of particular relations to be automatically extracted. One should also consider 
the availability of Named Entity Recognition (NER) modules for recognising those 
entities that take part in the relations of interest, in order to be able to count on such a 
module as a basis of the RE development. Thus, for the identification of the task the 
particular need for extracting relations should first be considered, as well as the 
availability of the necessary prerequisites, and then its scope and relations in focus 
should be defined. The interesting aspect of the relationships between real-world  
 

                                                           
2 GATE, http://gate.ac.uk/ 
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Fig. 1. Methodology flow chart for development of a relation extraction module 

entities is that in some domains these relationships are often expressed in various 
ways in different sources and this allows the RE development to focus only on some 
of their mentions and be sure that at least one of its mentions will be recognised. This 
gives a certain quantity of the recognition avoiding processing of complex and 
ambiguous expressions. The applications in the Semantic Web use some kind of 
knowledge representation (e.g. ontologies) to associate the extraction results with 
their model of the world, which is optionally enriched with automatic processing. 
This instance data might be stored in a semantic repository. In this case it would be 
enough to recognise even one mention of a relation and store it in the repository 
enriching the model, rather than attempting to find out all mentions in the texts. 

Our particular application aims to recognise three types of relations:  

• {Organisation activeIn Location} - organisation related to a particular place 
• {Person has Position within Organisation} - a person and an organisation are 

related to each other through a new entity: Position  
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• {Person has Position within Location} is an interesting deviation from the 
person-position-organization pattern and depicts the relation between a person 
and a location authority of some kind (e.g. King Wangchuck of Bhutan).  

3.2   Domain Identification  

After identifying the task one can focus on the domain, with which he is going to 
work. The target domain for the relation extraction in the example application is 
chosen to be international news. The news articles are an interesting example of being 
an open domain that mentions entities of all spheres of life, but still having a pretty 
limited ways of expressing certain relations. This gives us the opportunity to 
experiment with a real application of the proposed methodology.  

3.3   Development and Training Corpora 

The collection and pre-processing of the corpora for the development and evaluation 
phases of any IE task have significant impact on the final result. Two corpora are used 
in this methodology – one for development and one for evaluation. The corpora need 
to be annotated with the expected resulting annotations by a human, who can 
optionally provide corrections to the pre-requisite annotations (output of pre-
processing) usually generated by an automatic process.  

For the purpose of developing the RE module for the example application 400 
BBC News articles have been chosen. Another corpus consisting of 220 documents 
with CNN, Associated Press, BBC, and Financial Times news has been collected for 
the final evaluation. Before the human annotation with the three types of relations, the 
ANNIE system has been used to suggest the named entities. About a person week was 
necessary for the human-annotation of the corpora. 

3.4   Choice of Environment 

The environment for a RE module is formed by the surrounding technologies that are 
used for pre- and post-processing of the result. The current methodology aims at 
giving general guidelines on what are the steps to successful RE development, but is 
heavily grounded in the GATE system environment and also the KIM Platform to 
some extent.  

3.5   Resources Development 

After having identified the task, domain and relations in focus, it is important to find 
out the lexical resources that would be helpful in the recognition process. Depending 
on the specific application needs one can create them from scratch or can collect 
already existing sources and reuse the efforts of others.  

In the example application there are many dependencies on the resources that have 
been previously gathered. On the one hand, these are the gazetteer lists of the ANNIE 
system that cover a lot of names of real-world entities and also lexical resources that 
aid the NE recognition. Another resource in use is the PROTON3 base-upper level 

                                                           
3 http://proton.semanticweb.org 
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ontology that provides a model of about 250 Entity classes of general importance and 
relations between them. The final model of the extracted relations is produced with 
respect to this ontology. The Lexical Resource part of the ontology is also used to 
express the prerequisites for the analysis of the patterns (e.g. keywords that identify 
professions or job positions). One more resource used is the World Knowledge Base, 
a part of the KIM Platform. The WKB contains more than 40 000 entities of general 
importance and the relations between those, associated with the corresponding 
ontology classes. These entities are instances of classes like companies, people, 
organisations, brands, locations, etc.  

3.6   Extracting the Relations 

One can decide on various approaches for RE module development. The choice of 
developing a pattern-matching grammars application has been done on the basis of 
existing expertise within the team and the limited period for the bootstrapping. The 
GATE platform provides the option to define pattern-matching rules with optional 
Java code in them and a couple of transducers of these rules with different 
performance levels. Other options are also possible and are not a deviation from the 
methodology (for example statistical methods). In section 4 a detailed explanation of 
the techniques and tools used in the example application is given.  

3.7   Evaluation Cycle 

In the process of extracting the relations some feedback is useful to be given to the 
developer. A first test evaluation should be done in the middle of the work process.  
Analysing the results (seeing the missing annotations) is useful for revision and 
improvement so that better results are achieved in the final evaluation. 

4   RE Approach in the Example Application 

In the example application a pattern-matching rules (or grammars) are developed for 
RE. This section provides an overview of the different techniques used in this process. 

4.1   Pattern Identification and Rule Development 

Before developing pattern-matching rules one should analyse the training corpus with 
the idea of finding out the patterns that describe the relations before the actual 
implementation of a RE module. This could be done the hard way by browsing the 
text and trying to figure out what the patterns are, or advanced entity indexing 
technologies could be used. Since the patterns that represent a relation are usually 
formed by entity references and optionally some keywords, it is of great help for the 
development if one uses a tool that indexes the textual content with respect to the 
entity references and allows for the definition of pattern queries.  

In the chosen environment, fortunately, there is such a system called ANNIC. 
ANNIC is based-on-GATE indexing and retrieval search engine, indexing documents 
by content, linguistic annotations, and features [1]. In the beginning simple queries 
consisting of the entity types of interest can be put in a broad unspecific way (e.g. 
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“Organization (any token) (any token) (any token) Location”). The results gave a first 
impression of the different syntactic combinations between the entities, which was 
very helpful for the very initial development of the rules.  

The rules are written using JAPE - a Java Annotation Patterns Engine. The JAPE 
grammars comprise phases, which consist of different rules. Each rule consists of a 
left (specifying the matching pattern)- and right (manipulating the matched pattern)-
hand side. The Left Hand Side (LHS) matches the already recognised entities during 
the NER phase and forms the bound pattern (example of a LHS is given in Example 1 
below). The whole pattern forming the left hand side of the rules can be queried in 
ANNIC. The action in the Right Hand Side (RHS) of the rules takes the entity 
identifiers of each of the matched in the LHS entities, and uses them as features of the 
relation annotation, which is to be generated. By testing the grammars with GATE, 
one could also see how the different rules affect each other. More information about 
writing JAPE rules could be found in [7]. 

Example 1:  
// Netherlands-based ABN Amro 
 (({Location}):location 
  ({Token.string == "-"})? ({Token.string == "based"})? 
  ({Organization}):org 
  ): locorg 

The rest of this section presents a part of the rule development process and mainly 
the development of the LHS of the patterns for the example application.  

4.1.1   The Use of Unspecified Tokens and Categories 
If one wants to include unspecified tokens or any lowercase letters into the pattern 
instead of well specified ones (e.g. different strings such as “of”, “-”, and “based”), 
then more testing and analysis of the text is needed, in order to prevent the rule from 
matching wrong pieces of text. For instance, in the example application in order to 
leave three lowercase tokens in the LHS of one of the rules it was tested several times 
with ANNIC with three and after that with four lowercase tokens, and only correct 
relations were obtained. It was concluded that the construction allowed such usage of 
unspecified tokens - other syntactic constructions returned wrong relations even with 
one unspecified token between the entity types.  

The ideas are almost the same when using part of speech (POS) categories – 
whether to use a category (considering the whole particular set of words), or a single 
string. Usually, it is useful to use more general tokens, because the grammars match 
more patterns and the recall goes up, but this could be done very carefully, because 
there can be a negative impact on the precision - some justifiable risk could be taken 
after the grammars are tested well enough.  

4.1.2   Use of Context 
Since the annotations, which are going to be generated always cover the span of text 
from the beginning of the first entity to the end of the last entity in the relation (i.e. 
Location’s ORG), usually the pattern on the left starts and ends also with an entity 
(see Example 1 above). However, not always the LHS of the rule has to start or end 
with a type of entity. Rather, it is sometimes useful to include some context (some 
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text) before or after the entities as an obligatory part of the LHS. This leads to 
restriction of the amount of patterns to be matched. For instance, in Example 2 the 
part of text, which is of interest, is from the beginning of the Organization entity to 
the end of the Location entity, but the pattern obligatory matches also some string (or 
strings) before the Organization’s name.  

Example 2: 
// … that BMW, one of Germany's most profitable … 
  (( ({Token.orth=="lowercase"})? 
   | {Token.category==IN}        // preposition  
   | {Token.string=="."} 
   | ({Token.string=="as"} {Token.string=="such"})             
   | {Token.string=="including"}  
   ) 
   ({Organization}): org 
 {Token.string==","}({Token.category=="DT"})? 
 ({Token.string=="one"}( {Token.string=="of"} )? )? 
 ({Token.string=="the"})? ({Location}):location 
   ): locorg  

4.1.3   Overlapping Relations 
Other frequently occurring relations are those in which one entity is related to two or 
more other entities of the same type – e.g. Location’s ORG and ORG. In this case 
more than one annotation could be generated in the RHS of the rules.     

Various similar combinations could be covered; for example, when two different 
persons are related to their positions in one organization (see Example 3). 

Example 3: 
// BBC's correspondent Greg Wood, and director General 

Greg Dyke  
({Organization} 
({Token.string=="'s"})? 
({Token})? ({JobTitle}):job1 
({Token.string==","})? 
({Token})? ({Person}):person1 
 ( 
 ({Token.string==","})?({Token.string=="and"})? 
 ({Token})? ({JobTitle}):job2 
 ({Token.string==","})? 
 ({Token})? ({Person}):person2 
 )?): orgperson 

4.1.4   The Use of Key Words 
Other syntactic constructions are too complex to be matched, because of the huge 
number of strings (tokens) between the types of entities, which makes it more difficult 
to conclude that the entities are in correct relation. We found it useful to include a 
particular key word (e.g. “company”, “firm”, “bank”) which is to be one of the 
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obligatory matching words in the patterns. Thus, a bigger number of unspecified 
words would be included. 

Organization,(determiner)? (Token)?(Token)? (company) (Token)? (in) (Location) 
// Dubai Ports World, a state-owned company based in the United Arab Emirates 

Much text analysis and testing, however, is needed in order to decide on the key 
words. This method could also be combined with anaphora resolution techniques (see 
section 6). 

4.1.5   Linking Semantically Related Words – The Location Name with Its 
Location Adjective 

During the work process, it was noticed that there are many constructions for the 
relation of type {Person has Position within Location} using country adjective instead 
of country name (Spanish instead of Spain). However, if we had “the Dutch queen 
Beatrix” the system could not make a conclusion that Beatrix has something to do 
with the Netherlands, because the country name and the corresponding adjective were 
not formally linked. A way to make a connection is to add a new property in the 
ontology to the country class, let say “the Netherlands {has Country Adjective} 
Dutch”.  

The results of testing two different sets of rules (one with and the other without 
considering matching of country adjective) showed that it is meaningful to link the 
country name and the corresponding adjective. Both sets yielded almost the same 
score for precision; however, the recall percentage for the grammars considering 
adjectives is 50 % in comparison to 34 % for the other grammars. This implied the 
presence of many syntactic constructions using the country adjective.  

It is possible to modify the rules so that other types of relations between these 
entities are extracted or even relations between other entities. In these cases the 
corpora have to be examined for the different corresponding syntactic constructions. 

5   Evaluation Results of the Example Application  

In this section an overview of the results obtained after the evaluation of the example 
application is provided. For this application the time invested for the development of 
the pattern-matching rules was about one person month. In the middle of the work 
process after some rules for the different types of relations were developed, a first test 
evaluation over the human-annotated training corpus was made. Analysing the results 
(seeing the missing annotations) was useful for the revision and improvement of the 
grammars.  Then, the cycle of checking the rules with ANNIC and GATE was 
repeated several times before making the final evaluation with another human-
annotated corpus. Evaluation was performed with the Corpus Benchmark Tool of 
Gate.  

The evaluation measures of the example application are presented in Table 1.  

{Organization activeIn Location} = activeIn 
{Person has Position within Organization} = hasPosition 
{Person has Position within Location} = hasPosWLoc 
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Table 1. Final Evaluation 

Annotation 
Type 

Correct Partially 
Correct 

Missing Spurious Pr. R. F-
m. 

activeIn 41 3 35 8 0.82 0.54 0.65 

hasPosition 80 4 75 2 0.95 0.52 0.67 

hasPosWLoc 25 8 25 6 0.74 0.5 0.60 

 
Overall average precision:         0.90 
Overall average recall:  0.53 
Overall average F-Measure:      0.56 

 
The precision shows how good the grammar rules are in what they are created for – 

how “precise” the patterns match. From the recall it could be concluded how many of 
the possible syntactic constructions the grammars are able to cover.  The achievement 
of high precision indicates that if the system matches a pattern, then the probability 
that the relation is correct is high as well. Moreover, as already mentioned in section 
3.1, a certain relation could be represented with different syntactic constructions, 
therefore, it is more important to be able to extract the relations correctly (high 
precision), than to extract all the different patterns for a certain relation (high recall). 

It is important to note that in order to eliminated the effect of the automatic NER 
and evaluate properly the effectiveness only of the newly created grammar rules for 
relation extraction, the human annotated corpus was used for evaluation of the JAPE 
grammars, deleting only the relation annotations (but leaving the named entity 
annotations), which the human had made. A JAPE transducer of the grammars was 
run over this corpus. 

6   Future Work 

Several ideas which could eventually be useful for the further improvement of the 
pattern-matching rules are mentioned in this section. Some of them appeared during 
the work process, but because of different reasons it was considered not to be 
implemented right away. Others came out after a look through the results returned 
after the final testing (evaluation) of the grammars.  

One improvement would be to make the system recognize a job position from a 
verb, which  will be useful for finding more relations linking, for example, person, 
organization, and person’s job position in that organization. Here are some examples: 

ORG is founded by PERSON JOB POSITION = founder 
ORG is headed by PERSON  JOB POSITION = head  
PERSON leads ORG JOB POSITION = leader 

If the job position is recognized in these examples, then an annotation of type 
{Person has Position within Organization} would be generated.  

Second, in the knowledge base the different positions are given only in singular 
forms: i.e. director, Prime Minister, leader, etc. If the system detects the plural forms 
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of the job positions then more overlapping relations (4.1.3) could be caught. For 
example, in: “CAO's head of finance, Tiong Sun, and directors Jia Changbin, Li 
Yongji and Gu Yanfei” it will be concluded that the organization (CAO) has three 
directors: Jia Changbin is a director of CAO; Li Yongji is a director of CAO; Gu 
Yanfei is a director of CAO. 

Third, some anaphora resolution methods could be used for catching relations, 
whose entities are scattered over a wider span of text. Further analysis of the text 
would be made, so that if the entities, which are to be related, are not close enough 
and if another word referring to the entity is used with the other entities, then the 
system can recognize that the two words (the entity in question and its anaphor) 
represent the same thing. For example, in“Google reiterated its policy against making 
earnings projections. Company co-founders Larry Page and Sergey Brin …” a 
relation between Google and its two co-founders (relation of type {Person has 
Position within Organization}) could be made. For this purpose Company and its 
antecedent Google should be recognized as the same thing. 

Regarding the methodology, we would like to enrich it with any new phase or 
approach that proves to be beneficial. One particular thing, which can be considered 
in the evaluation cycle, is the use of a training corpus consisting of documents from 
various resources (such as those in the testing corpus). Thus, the probability to 
achieve better results for the recall would be higher. Further, one of our ideas is to 
generalize the methodology by covering also machine learning and other techniques 
for relation extraction, and not only rule-based ones.  

7   Related Work 

There are different approaches to identify a relationship between named entities in 
texts. In [8] a machine learning approach to relation extraction is presented, and a 
methodology based on kernel methods. Relations between people, organizations, and 
locations are looked for. Considerable results for recall and precision are achieved. 
Other interesting machine learning approaches also using kernel functions are 
proposed in [9] and [3]. In [9] the focus is on recognizing gene/protein interactions 
from biomedical literature. Shallow linguistic processing is considered, and the RE is 
treated as a classification problem. In [3] an attempt of trying to make use of the 
different information provided from each of the processing steps in the system is made. 

In [2] a development of a framework for extracting entities and relations is 
proposed. Also considering Information Extraction techniques and the use of some 
structural knowledge representation schema (ontologies), an idea of using automated 
methods for the enrichment of documents with a semantic layer is adopted, so that the 
documents become machine-readable and easily processed by different Semantic Web 
applications. In [5] adaptive information extraction considering the use of 
sublanguages for particular domains is presented, and certain methods, making 
emphasis on the importance of linguistic analysis techniques and tools for extracting 
specific information are described. 

In [4] and [6] a nice overview of different methods and approaches of how to 
extract specific information is given. Typical problems in the process of information 
extraction are illustrated, as well as a motivation for the development of new 
algorithms in this area. 
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8   Conclusion 

The bootstrapping of a relation extraction module for the three exampled relation 
types proved to be very successful and this success is due to the methodology that has 
been presented here. Following the defined steps within the chosen environment 
ensures the fast and robust development. The time invested was about one person 
month which also shows the good choice of environment and the qualities of the 
presented methodology.   
    From the perspective of the RE module, a balance between the desire to identify as 
many relations as possible (e.g. by generalizing the rules in the case of the example 
application), and the risk of catching wrong relations, should be looked for. Many 
new ideas come out from spotting the common types of the returned missing 
annotations after the evaluation. In this sense, repeating the cycle of evaluating the 
chosen approach and testing with human-annotated corpus (or a very well 
automatically annotated one) would give better results. 
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Abstract. We present a novel, simple, unsupervised method for char-
acterizing the semantic relations that hold between nouns in noun-noun
compounds. The main idea is to discover predicates that make explicit
the hidden relations between the nouns. This is accomplished by writing
Web search engine queries that restate the noun compound as a rela-
tive clause containing a wildcard character to be filled in with a verb.
A comparison to results from the literature suggest this is a promising
approach.

Keywords: Web statistics, noun compound, lexical semantics, compo-
nential analysis.

1 Introduction

An important characteristic of technical literature is the abundance of long noun
compounds like bone marrow biopsy specimen and neck vein thrombosis. While
eventually mastered by domain experts, their interpretation poses a significant
challenge for automated analysis, e.g., what is the relationship between bone
marrow and biopsy? Between biopsy and specimen? Understanding relations be-
tween multiword expressions is important for many tasks, including question
answering, textual entailment, machine translation, and information retrieval,
among others.

In this paper we focus on the problem of determining the semantic relation(s)
that holds within two-word English noun compounds. We introduce a novel
approach for this problem: use paraphrases posed against an enormous text
collection as a way to determine which predicates, represented as verbs, best
characterize the relationship between the nouns.

Most algorithms that perform semantic interpretation place heavy reliance on
the appearance of verbs, since they are the predicates which act as the backbone
of the assertion being made. Noun compounds are terse elisions of the predicate;
their structure assumes that the reader knows enough about the constituent
nouns and about the world at large to be able to infer what the relationship
between the words is. Our idea is to try to uncover the relationship between the
noun pairs by, in essence, rewriting or paraphrasing the noun compound in such a
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way as to be able to determine the predicate(s) holding between the nouns. What
is especially novel about this approach is paraphrasing noun compound semantics
in terms of concrete verbs, rather than a fixed number of abstract predicates (e.g.,
HAVE, MAKE, USE), relations (e.g., LOCATION, INSTRUMENT, AGENT), or prepositions
(e.g., OF, FOR, IN), as is traditional in the literature.

This idea builds on earlier work which shows that the vast size of the text
available on the Web makes it likely that the same concept is stated in many
different ways [1,2]. This information in turn can be used to solve syntactic
ambiguity problems [3,4]. Here we extend that idea by applying it to determining
semantic relations.

In our approach, we pose paraphrases for a given noun compound by rewriting
it as a phrase that contains a wildcard where the verb would go. For example, we
rewrite neck vein as "vein that * neck", send this as a query to a Web search
engine, and then parse the resulting snippets to find the verbs that appear in the
place of the wildcard. Some of the most frequent verbs (+ prepositions) found
for neck vein are: emerge from, pass through, be found in, be terminated at, be
in, flow in, run from, terminate in, descend in, come from, etc. A comparison to
examples from the literature suggest this is a promising approach with a broad
range of potential applications.

In the remainder of this paper we first describe related work, then give details
of the algorithm, present preliminary results as compared to other work in the
literature, and discuss potential applications.

2 Related Work

There is currently no consensus as to which set of relations should hold between
nouns in a noun compound, but most existing approaches make use of a set of
a small number of abstract relations, typically less than 50. However, some re-
searchers (e.g., Downing [5]), have proposed that an unlimited number is needed;
in this paper we will hold a similar position.

One of the most important theoretical linguistic models is that of Levi [6],
which states that noun compounds are derived through two basic processes: pred-
icate nominalization (e.g., ‘The president refused the appointment.’ → presiden-
tial refusal) and predicate deletion (‘pie made of apples’ → apple pie). According
to Levi, predicate nominalizations can be subjective or objective, depending on
whether the subject or the object is retained, and the relation can be further
classified as ACT, PRODUCT, AGENT or PATIENT, depending on the thematic role
between the nominalized verb and the retained argument. Predicate deletion,
in turn, is limited to the following abstract predicates: five verbs (CAUSE, HAVE,
MAKE, USE and BE) and four prepositions (IN, FOR, FROM and ABOUT). For exam-
ple, according to Levi, night flight should be analyzed as IN (flight at night), and
tear gas as CAUSE (gas that causes tears). A problem with this approach is that
the predicates are too abstract, and can be ambiguous, e.g., sand dune is both
HAVE and BE.

Lauer [7] simplifies Levi’s idea by redefining the semantic relation identifica-
tion problem as one of predicting which among the 8 prepositions is most likely to
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be associated with the compound when rewritten: of, for, in, at, on, from, with
and about. Lapata and Keller [1] improve on Lauer’s results (whose accuracy
was 40%) by using his problem definition along with Web statistics to estimate
(noun1, prep, noun2) trigram frequencies, achieving 55.71% accuracy. However,
the preposition-oriented approach is problematic because the same preposition
can indicate several different relations, and conversely, the same relation can be
indicated by several different prepositions. For example, in, on, and at can all
refer to both LOCATION and TIME.

Rosario and Hearst [8] show that a discriminative classifier can work quite
well at assigning relations from a pre-defined set if training data is supplied in
a domain-specific setting (60% accuracy, 18 classes). In later work, [9] provide a
semi-supervised approach for characterizing the relation between two nouns in
a bioscience noun-noun compound based on the semantic category each of the
constituent nouns belongs to. Although this “descent of hierarchy” approach
achieved a precision of 90% for finding the correct level of generalization, it does
not assign names to the relations.

Girju et al. [10] apply both classic (SVM and decision trees) and novel super-
vised models (semantic scattering and iterative semantic specialization), using
WordNet, word sense disambiguation, and a set of linguistic features. They test
their system against both Lauer’s 8 prepositional paraphrases and another set
of 21 semantic relations, achieving up to 54% accuracy on the latter.

Lapata [11] focuses on the disambiguation of nominalizations. Using partial
parsing, sophisticated smoothing and contextual information, she achieved 86.1%
accuracy (baseline 61.5%) on the binary decision task of whether the modifier
used to be the subject or the object of the nominalized verb (the head).

Girju et al. [12] present an SVM-based approach for the automatic classifica-
tion of semantic relations in nominalized noun phrases (where either the head or
the modifier has been derived from a verb). Their classification schema consists
of 35 abstract semantic relations and has been also used by [13] for the semantic
classification of noun phrases in general.

Turney and Littman [14] characterize the relation between two words, X and
Y , as a vector whose coordinates correspond to Web frequencies for 128 phrases
like “X for Y ”, “Y for X”, etc., derived from a fixed set of 64 joining terms
(e.g. “for”, “such as”, “not the”, “is *”, etc.). These vectors are then used in
a nearest-neighbor classifier, which maps them to a set of fixed relations. He
achieved an F-value of 26.5% (random guessing 3.3%) with 30 relations, and
43.2% (random: 20%) with 5 relations.

In work to appear, Turney [15] presents an unsupervised algorithm for mining
the Web for patterns expressing implicit semantic relations. For example, CAUSE
(e.g. cold virus) is best characterized by “Y * causes X”, and “Y in * early X” is
the best pattern for TEMPORAL (e.g. morning frost). He obtains an F-value 50.2%
for 5 classes. This approach is the closest to our proposal.

Most other approaches to noun compound interpretation used hand-coded
rules for at least one component of the algorithm [16], or rules combined with
lexical resources [17] (52% accuracy, 13 relations). [18] make use of the identity
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of the two nouns and a number of syntactic clues in a nearest-neighbor classifier
with 60-70% accuracy.

3 Using Verbs to Characterize Noun-Noun Relations

As we have described above, traditionally, the semantics of noun compounds have
been represented as a set of abstract relations. This is problematic for several
reasons. First, it is unclear which is the best set, and mapping between different
sets has proven challenging [10]. Second, being both abstract and limited, these
sets only capture a small part of the semantics, often multiple meanings are
possible, and sometimes none of the pre-defined meanings are suitable for a given
example. Finally, it is unclear how useful the proposed sets are, as researchers
have often fallen short of demonstrating practical uses.

We believe verbs have more expressive power and are better tailored for the
task of semantic representation: there is an infinite number of them (according to
[5]) and they can capture fine-grained aspects of the meaning. For example, while
wrinkle treatment and migraine treatment express the same abstract relation
TREATMENT-FOR-DISEASE, some fine-grained differences can be shown by specific
verbs e.g., smooth is possible in a verbal paraphrase of the former, but not of
the latter.

In many theories, verbs play an important role in the process of noun com-
pound derivation, and they are frequently used to make the hidden relation
overt. This allows not only for simple and effective extraction (as we have seen
above), but also for straightforward uses of the extracted verbs and paraphrases
in NLP tasks like machine translation, information retrieval, etc.

We further believe that a single verb often is not enough and that the meaning
is approximated better by a collection of verbs. For example, while malaria
mosquito can very well be characterized as CAUSE (or cause), further aspects
of the meaning, can be captured by adding some additional verbs e.g., carry,
spread, transmit, be responsible for, be infected with, pass on, etc.

In the next section, we describe our algorithm for discovering predicate rela-
tions that hold between nouns in a compound.

4 Method

In a typical noun-noun compound “noun1 noun2”, noun2 is the head and noun1
is a modifier, attributing a property to it. Our idea is to preserve the head-
modifier relation by substituting the pre-modifier noun1 with a suitable post-
modifying relative phrase; e.g., “tear gas” can be transformed into “gas that
causes tears”, “gas that brings tears”, “gas which produces tears”, etc. Using all
possible inflections of noun1 and noun2 as found in WordNet [19], we issue exact
phrase Google queries of the following type:

"noun2 THAT * noun1"

where THAT can be that, which or who. The Google * operator is a one-word
wildcard substitution; we issue queries with up to 8 stars.
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We collect the text snippets (summaries) from the search results pages (up
to 1000 per query) and we only keep the ones for which the sequence of words
following noun1 is non-empty and contains at least one non-noun, thus ensuring
the snippet includes the entire noun phrase. To help POS tagging and shallow
parsing of the snippet, we further substitute the part before noun2 by the fixed
phrase “We look at the”. We then perform POS tagging [20] and shallow parsing1,
and extract the verb (and the following preposition, if any) between THAT and
noun1. We allow for adjectives and participles to fall between the verb and
the preposition, but not nouns; we ignore the modals, and the auxiliaries, but
retain the passive be, and we make sure there is exactly one verb phrase (thus
disallowing complex paraphrases like “gas that makes the eyes fill with tears”).
Finally, we convert the main verb to an infinitive using WordNet [19].

The proposed method is similar to previous paraphrase acquisition approaches
which search for similar/fixed endpoints and collect the intervening material.
Lin and Pantel [21] extract paraphrases from dependency tree paths whose ends
contain similar sets of words by generalizing over these ends. For example, for
“X solves Y” they extract paraphrasing templates like “Y is resolved by X”, “X
resolves Y”, “X finds a solution to Y” and “X tries to solve Y”. The idea is
extended by Shinyama et al. [22], who use named entities of matching semantic
class as anchors, e.g., LOCATION, ORGANIZATION, etc. However, the goal of these
approaches is to create summarizing paraphrases, while we are interested in
finding noun compound semantics.

Table 1 shows a subset of the verbs found using our extraction method for
cancer treatment, migraine treatment, wrinkle treatment and herb treatment. We
can see that herb treatment is very different from the other compounds and shares
no features with them: it uses and contains herb, but does not treat it. Further,
while migraine and wrinkles cannot be cured, they can be reduced. Migraines
can also be prevented, and wrinkles can be smoothed. Of course, these results
are merely suggestive and should not be taken as ground truth, especially the
absence of indicators. Still they seem to capture interesting fine-grained semantic
distinctions, which normally require deep knowledge of the semantics of the two
nouns and/or about the world.

5 Evaluation

5.1 Comparison with Girju et al., 2005

In order to test this approach, we compared it against examples from the litera-
ture. In this preliminary evaluation, we manually determined if verbs accurately
reflected each paper’s set of semantic relations.

Table 3 shows the results comparing against the examples of 21 relations
that appear in [10]. In two cases, the most frequent verb is the copula, but
the following most frequent verbs are appropriate semantic characterizations of
the compound. In the case of “malaria mosquito”, one can argue that the CAUSE

1 OpenNLP tools: http://opennlp.sourceforge.net
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Table 1. Some verbs found for different kinds of treatments

cancer migraine wrinkle herb
treatment treatment treatment treatment

treat + + + −
prevent + + − −
cure + − − −
reduce − + + −
smooth − − + −
cause + − − −
contain − − − +
use − − − +

Table 2. Example componential analysis for man, woman, boy and bull

man woman boy bull
ANIMATE + + + +
HUMAN + + + −
MALE + − + +
ADULT + + − +

relation, assigned by [10] is not really correct, in that the disease is only indirectly
caused by the mosquitos, but rather is carried by them, and the proposed most
frequent verbs carry and spread more accurately represent an AGENT relation.
Nevertheless, cause is the third most frequent verb, indicating that it is common
to consider the indirect relation as causal. In the case of combustion gas, the most
frequent verb support, while being a good paraphrase of the noun compound, is
not directly applicable to the relation assigned by [10] as RESULT, but the other
verbs are.

In all other cases shown, the most frequent verbs accurately capture the re-
lation assigned by [10]. In some cases, less frequent verbs indicate other logical
entailments from the noun combination.

For the following examples, no meaningful verbs were found (in most cases
there appears not to be a meaningful predicate for the particular nouns paired,
or a nominalization plays the role of the predicate): quality sound, crew investi-
gation, image team, girl mouth, style performance, worker fatalities, and session
day.

5.2 Comparison with Barker and Szpakowicz, 1998

Table 4 shows comparison to examples from [18]. Due to space limitations, here
we discuss the first 8 relations only. We also omitted charitable donation and
overdue fine, as the modifier in these cases is an adjective, and composer arranger,
because no results were found.

We obtain very good results for AGENT and INSTRUMENT, but other relations
are problematic, probably because the assigned classifications are of varying
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Table 3. Comparison to examples (14 out of 21) found in [10], showing the most fre-
quently extracted verbs. Verbs expressing the target relation are in bold, those referring
to a different, but semantically valid, are in italic, and errors are struck out.

Sem. relation Example Extracted Verbs
POSSESSION family estate be in(29), be held by(9), be owned by(7)
TEMPORAL night flight arrive at(19), leave at(16), be at(6),

be conducted at(6), occur at(5)
IS-A(HYPERNYMY) Dallas city include(9)
CAUSE malaria mosquito carry(23), spread(16), cause(12), transmit(9),

bring(7), have(4), be infected with(3),
be responsible for(3), test positive for(3),
infect many with(3), be needed for(3),
pass on(2), give(2), give out(2)

MAKE/PRODUCE shoe factory produce(28), make(13), manufacture(11)
INSTRUMENT pump drainage be controlled through(3), use(2)
LOCATION/SPACE Texas university be(5), be in(4)
PURPOSE migraine drug treat(11), be used for(9), prevent(7),

work for(6), stop(4), help(4), work(4)
be prescribed for(3), relieve(3), block(3),
be effective for(3), be for(3), help ward off(3),
seem effective against(3), end(3), reduce(2),
cure(2)

SOURCE olive oil come from(13), be obtained from(11),
be extracted from(10), be made from(9),
be produced from(7), be released from(4),
taste like(4), be beaten from(3),
be produced with(3), emerge from(3)

TOPIC art museum focus on(29), display(16), bring(14),
highlight(11), house(10), exhibit(9)
demonstrate(8), feature(7), show(5),
tell about(4), cover(4), concentrate in(4)

MEANS bus service use(14), operate(6), include(6)
EXPERIENCER disease victim spread(12), acquire(12), suffer from(8),

die of(7), develop(7), contract(6), catch(6),
be diagnosed with(6), have(5), beat(5),
be infected by(4), survive(4), die from(4),
get(4), pass(3), fall by(3), transmit(3),
avoid(3)

THEME car salesman sell(38), mean inside(13), buy(7),
travel by(5), pay for(4), deliver(3),
push(3), demonstrate(3), purr(3),
bring used(3), know more about(3),
pour through(3)

RESULT combustion gas support(22), result from(14),
be produced during(11),
be produced by(8),
be formed from(8), form during(8),
be created during(7), originate from(6),
be generated by(6), develop with(6),
come from(5), be cooled(5)
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Table 4. Comparison to examples (8 out of 20) from [18], showing the most frequently
extracted verbs. Verbs expressing the target relation are in bold, those referring to a
different, but semantically valid, are in italic, and errors are struck out.

Relation Example Extracted Verbs
AGENT student protest be led by(6), be sponsored by(6), pit(4),

be(4), be organized by(3), be staged by(3),
be launched by(3), be started by(3),
be supported by(3), involve(3), arise from(3)

AGENT band concert feature(17), capture(10), include(6),
be given by(6), play of(4), involve(4), be than(4)
be organized by(3), be by(3), start with(3),
bring(3), take(3), consist of(3)

AGENT military assault be initiated by(4), shatter(2)
BENEFICIARY student price be(14), mean(4), differ from(4), be unfair for(3),

be discounted for(3), be for(3),
be affordable for(3), be charged for(3),
please(3), be shared with(3), draw in(3)

CAUSE exam anxiety be generated during(3)
CONTAINER printer tray hold(12), come with(9), be folded(8), fit under(6),

be folded into(4), pull from(4),
be inserted into(4), be mounted on(4),
be used by(4), be inside(3), feed into(3)

CONTAINER flood water cause(24), produce(9), remain after(9),
be swept by(6), create(5), bring(5), reinforce(5)

CONTAINER film music fit(16), be in(13), be used in(11),
be heard in(11), play throughout(9),
be written for(9)

CONTAINER story idea tell(20), make(19), drive(15), become(13),
turn into(12), underlie(12), occur within(8),
hold(8), tie(8), be(8), spark(8),
appear throughout(7), tell(7), move(7),
come from(6)

CONTENT paper tray feed(6), be lined with(6), stand up(6), hold(4),
contain(4), catch(4), overflow with(3)

CONTENT eviction notice result in(10), precede(3), make(2)
DESTINATION game bus be in(6), leave for(3), be like(3), be(3),

make playing(3), lose(3)
DESTINATION exit route be indicated by(4), reach(2), have(1), do(1)
DESTINATION entrance stairs look like(4), stand outside(3), have(3),

follow from(3), be at(3), be(3), descend from(2)
EQUATIVE player coach work with(42), recruit(28), be(19), have(16),

know(16), help(12), coach(11), take(11)
INSTRUMENT electron microscope use(27), show(5), work with(4), utilize(4),

employ(4), beam(3)
INSTRUMENT diesel engine be(18), operate on(8), look like(8), use(7),

sound like(6), run on(5), be on(5)
INSTRUMENT laser printer use(20), consist of(6), be(5)
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quality: printer tray and film music are probably correctly assigned to CONTAINER,
but flood water and story idea are not; entrance stairs (DESTINATION) could be
equally well analyzed as LOCATED or SOURCE; and exam anxiety (CAUSE) probably
refers to TIME. Finally, although we find the verb be ranked third for player coach,
the EQUATIVEs pose a problem in general, as the copula is not very frequent in
this form of paraphrase.

5.3 Comparison with Rosario and Hearst, 2002

As we mentioned above, [9] characterize noun-noun compounds based on the
semantic category, in the MeSH lexical hierarchy, each of the constituent nouns
belongs to. For example, all noun compounds in which the first noun is classified
under the A01 sub-hierarchy2 (Body Regions), and the second one falls into
A07 (Cardiovascular System), are hypothesized to express the same relation.
Examples include mesentery artery, leg vein, finger capillary, etc.

By contrast, for the category pair A01-M01 (Body Regions–Persons) a dis-
tinction is needed between different kinds of persons and the algorithm needs
to descend one level on the M01 side: M01.643 (Patients), M01.898 (Donors),
M01.150 (Disabled Persons).

Table 5 shows some results of our comparison to [9]. Given a category pair
(e.g., A01-A07), we consider all of the noun-noun compounds whose elements are
in the corresponding MeSH sub-hierarchies, and we acquire a set of paraphrasing
verbs+prepositions from the Web for each of them. We then aggregate the results
from all such word pairs in order to obtain a set of paraphrasing verbs for the
target category pair.

6 Potential Applications

The extracted verbs (+prepositions) have the potential to be useful for a num-
ber of important NLP tasks. For example, they may help in the process of
noun compound translation [23]. They could be also directly integrated into
a paraphrase-augmented machine translation system [24], machine translation
evaluation system [25] [26], or summarization evaluation system [27].

Assuming annotated training data, the verbs could be used as features in the
prediction of abstract relations like TIME and LOCATION, as is done by [14] and
[15], who used the vector-space model and a nearest-neighbor classifier.

These relations in turn could play an important role in other applications,
as demonstrated by [28], who achieved state-of-the-art results on the PASCAL
Recognizing Textual Entailment challenge.

In information retrieval, the verbs could be used for index normalization [29]
or query refinement, e.g., when querying for migraine treatment, pages containing
good paraphrasing verbs, like relieve or prevent, would be preferred.
2 In MeSH each concept is assigned one or more codes, corresponding to positions in

the hierarchy e.g., A (Anatomy), A01 (Body Regions), A01.456 (Head), A01.456.505
(Face), A01.456.505.420 (Eye). Eye is ambiguous; it is also A09.371 (A09 represents
Sense Organs).
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Table 5. Comparison to [9] showing the most frequent verbs

Categ. Pair Examples Extracted Verbs
A01-A07 ankle artery feed(133), supply(111), drain(100), be in(44),
(Body Regions - foot vein run(37), appear on(29), be located in(22),
Cardiovascular forearm vein be found in(20), run through(19), be behind(19),
System) finger artery run from(18), serve(15), be felt with(14),

neck vein enter(14), pass through(12), pass by(12),
head vein show on(11), be visible on(11), run along(11),
leg artery nourish(10), be seen on(10), occur on(10),
thigh vein occur in(9), emerge from(9), go into(9), . . .

A01-M01.643 arm patient be(54), lose(40), have(30), be hit in(11),
(Body Regions - eye outpatient break(9), gouge out(9), injure(8), receive(7),
Disabled Persons) abdomen patient be stabbed in(7), be shot in(7), need(6), . . .

A01-M01.150 leg amputee lose(13), grow(6), have cut off(4), miss(2),
(Body Regions - arm amputee need(1), receive(1), be born without(1)
Disabled Persons) knee amputee
A01-M01.898 eye donor give(4), provide(3), catch(1)
(Body Regions - skin donor
Donors)
D02-E05.272 choline diet be low in(18), contain(13), be deficient in(11),
(Organic Chemicals methionine diet be high in(7), be rich in(6), be sufficient in(6),
- Diet) carotene diet include(4), be supplemented with(3), be in(3),

saccharin diet be enriched with(3), contribute(2), miss(2), . . .

The verbs and prepositions, intervening between the two nouns could be also
used to seed a Web search for whole classes of NPs [30], such as diseases, drugs,
etc. For example, after finding that prevent is a good paraphrase for migraine
treatment, we can use the query "* which prevents migraines" to obtain dif-
ferent treatments/drugs for migraine, e.g. feverfew, Topamax, natural treatment,
magnesium, Botox, Glucosamine, etc.

Finally, the extracted verbs could be used for linguistic analysis. Note the
similarity between Table 1 and Table 2. The latter shows a sample componential
analysis, which represents word’s semantics in terms of primitives, called compo-
nents or features, thus making explicit relations like hyponymy, incompatibility,
etc. [31,32,33]. Table 1 shows a similar semantic representation for noun-noun
compounds. While the classic componential analysis has been criticized for being
inherently subjective, a new dynamic componential analysis would extract the
components automatically from a large corpus in a principled manner.

7 Conclusions and Future Work

We have presented a simple unsupervised approach to noun compound interpre-
tation in terms of predicates characterizing the hidden relation, which could be
useful for many NLP tasks.

A significant benefit of our approach is that it does not require knowledge
of the meanings of constituent nouns in order to correctly assign relations. A
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potential drawback is that it will probably not work well for low-frequency words,
so semantic class information will be needed for these cases.

In future we plan to apply full parsing to reduce the errors caused by shallow
parsing and POS errors. We will also assess the results against a larger collection
of manually labeled relations, and have an independent evaluation of the appro-
priateness of the verbs for those relations. We also plan to combine this work
with the structural ambiguity resolution techniques of [4], and determine seman-
tic relations among multi-word terms. Finally, we want to test the approach on
some of the above-mentioned NLP tasks.
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Abstract. In our research work, we explore the possibility to exploit in-
cremental, navigational maps to build visual search-and-recommendation
system. Multiple clustering algorithms may reveal distinct aspects of
the document collection, just pointing to various possible meanings, and
hence offer the user the opportunity to choose his/her own most ap-
propriate perspective. We hope that such a system would become an
important step on the way to information personalization. The paper
presents the architectural design of our system.

Keywords: intelligent user interfaces, visualization, Web mining.

1 Introduction

Conveying the context of a returned document to a search engine user is one of
challenging tasks for intelligent decision support systems. Within a broad stream
of various novel approaches, we would like to concentrate on the well known 2-
dimensional maps of document collections, as they are produced by WebSOM
[16]. This means the semantics would be explained in terms of related documents.
The drawback of WebSOM approach is to view the document collection from
one perspective only.

The idea of information presentation in its context is not new. For a long time,
already, the search engines reply to queries not only with simple ranked lists,
but with labeled lists of groups of documents, that create contexts for individual
documents. However, document maps seem to be the most appealing for humans
with respect to provision of context awareness.

There have been several important projects in the recent years, concerned
with map representation of document collections, just to mention Themescape1 ,
SpaceCast2 A prominent position is taken by the WebSOM of Kohonen and
co-workers[16]. However, the majority of systems makes the unrealistic assump-
tion that document collection will not change in the future. A recent study
described in [10] demonstrated deficiencies of various approaches to document

1 http://www.micropatent.com/static/index.htm
2 http://www.geog.ucsb.edu/ sara/html/research/spacecast/spacecast.html
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organization, including WebSOM, under non-stationary environment conditions
of growing document quantity, proposing as a remedy dynamic self-organizing
neural model DASH..

We took a different perspective in our own project, claiming that the adap-
tive and incremental nature of a document-map-based search engine cannot be
confined to the map creation stage alone and in fact engages all the preceding
stages of the whole document analysis process. We want to outline briefly our
architecture beyond the map formation process.

The process of mapping a document collection to a two-dimensional map is a
complex one and involves a number of steps which may be carried out in multiple
variants. In our search engine BEATCA [3,4,5,6], the mapping process consists
of the following stages (see Figure 2): (1) document crawling (2) indexing (3)
topic identification, (4) document grouping, (5) group-to-map transformation,
(6) map region identification (7) group and region labeling (8) visualization. At
each of theses stages various decisions can be made implying different views of
the document collection, hence producing a different document map.

Fig. 1. BEATCA – user interface

For example, the indexing process involves dictionary optimization, which may
reduce the documents collection dimensionality and restrict the subspace in whi-
ch the original documents are placed. Topics identification establishes basic di-
mensions for the final map and may involve such techniques as SVD analysis [1],
fast Bayesian network learning (ETC [11]) and other. Document grouping may
involve various variants of growing neural gas (GNG) techniques, [8]. The group-
to-map transformation, used in BEATCA, is based on SOM ideas, [16], but with
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variations concerning dynamic mixing of local and global search, based on diverse
measures of local convergence. The visualization involves 2D and 3D variants.

Due to strong parametrization, the user of BEATCA can accommodate the
map creation process to his particular needs, or even generate multiple maps
covering different aspects of a document collection.

The overall complexity of the map creation process, resulting in long run
times, as well as the need to avoid ”revolutionary” changes of the image of the
whole document collection, require an incremental process of accommodation of
new incoming documents into the collection.

Within the BEATCA project we have devoted much effort to enable such a
gradual growth. The requirement of gradual growth imposed necessity of finding
solutions both for the design of applied algorithms and for design of architecture.
Thanks to this effort it became possible to achieve smooth vertical (new topics)
and horizontal (new documents on current topics) growth of document collection
without deterioration of map formation capability and map quality [7]

To ensure intrinsic incremental formation of the map, all the computation-
intense stages involved in the process of map formation (crawling, indexing, GNG
clustering, SOM-clustering) need to be reformulated in terms of incremental
growth.

In this paper we outline the general system architecture design considerations
(section 2) and underline some peculiarities in map creation process (section 3)
and visualization module (section 4) that were necessary to achieve the imposed
goals.

2 General Architecture

Our research targets at creation of a full-fledged search engine (with working
name BEATCA) for collections of up to a million documents, capable of repre-
senting on-line replies to queries in graphical form on a document map. We follow
the general architecture for search engines, where the preparation of documents
for retrieval is done by an indexer, which turns the HTML etc. representation
of a document into a vector-space model representation, then the map creator
is applied, turning the vector-space representation into a form appropriate for
on-the-fly map generation, which is then used by the query processor responding
to user’s queries (see figure 2).

The architecture of our system has been designed to allow for experimental
analysis of various approaches to document map creation. Software consists of
essentially five types of modules, cooperating via common data structures. The
types of modules are: (1) the robot, (spider, crawler) collecting documents for
further processing, (2) indexer, transforming documents into vector space repre-
sentation, (3) optimizer, transforming the document space dictionary into more
concise form, (4) document clustering, identifying compact groups of documents
sharing similar topics, (5) mapper, transforming the vector space representa-
tion into a map form (6) search engine, responding to user queries, displaying
the document maps in response to user queries. On top of these modules, a
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Fig. 2. BEATCA system architecture

special experiment oriented interface with a batch language interpreter (experi-
ment manager) has been designed, which allows to run and re-run search engine
processes, to select and compare variants of various components, measure their
efficiency in terms of time and memory consumption as well as computing various
quality measures of clustering and visualization.

To ensure interoperativity of various variants of modules achieving same goals,
a decision was made that they will communicate via a database, creating and
reading document collection related objects of well defined types.

The data structures, interfacing the modules, are of type: (1) HT Base [hy-
pertext documents], (2) Vector Base [vector space representations], (3) DocGR
Base [thematical document groups] (4) Map Base [repository of various maps],
(5) CellGR Base [map areas (groups of cells)] (6) Base Registry [registry of all
databases, parameters and evaluation results].

A HT Base is the result of a robot activity. We have currently two types of
robots, one collecting documents from the local disk space, and another for the
Web. A robot collects the hypertext files walking through links connecting them
and stores them in a local directory and registers them in an SQL (currently
MySQL) database. Standard information like download (update) date and time,
original URL, summary (if extractable) , document language and the list of links
(together with information if already visited) is maintained by the robot.

A HT Base can be processed subsequently by an indexer and possibly an
optimizer to form a Vector base for the document collection. A Vector Base is
a representation of a document space the space spanned by the words (terms)
from the dictionary where the points in space represent documents.

A Vector base is then transformed to a document map by a mapper process.
A map is essentially a two-level clustering of documents: there are clusters of
documents (stored in DocGR Base) and clusters of document clusters (stored in
Map Base). Document clusters are assigned a graphical representation in terms of
elementary ”pixels” (labeled by appropriate phrases) in a visual representation,
whereas clusters of document clusters are assigned ”areas” consisting of ”pixels”.
Note that in our approach we use a kind of multilevel maps, where higher levels
”pixels” are ”expanded” into maps/map fragments at a detailed level.
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Note that the same HT Base may be processed by various indexers and opti-
mizers so that out of a single HT Base many Vector bases may arise. Similarly one
single Vector base may be processed by diverse mappers to form distinct maps.
To keep track of the various descendants of the same HT Base, the Base Registry
has been designed. The search engine makes use of all the maps representing the
same HT Base choosing the one most appropriate for a given user query.

The search engine has been explicitly designed as a test-bed for various al-
gorithmic solutions to constituent search engine components. Hence additional
feature is a database keeping track of results of experiments (constituting of
selections of process components and data sets as well as quality evaluation pro-
cedures). The database of experiments is filled (and used in case of continued
experiments) by the experiment management module.

3 Mapper

One of main goals of this project is to create multidimensional document map
in which geometrical vicinity would reflect conceptual closeness of documents
in a given document set. Additional navigational information (based on hyper-
links between documents) is introduced to visualize directions and strength of
between-group topical connections.

At the heart of the overall process is the issue of clustering documents.
Clustering and content labeling is the crucial issue for understanding the two-
dimensional map by the user. It has been recognized long time ago, that cluster-
ing techniques are vital in information retrieval on the Web [12]. We started our
research with the WebSOM approach, but as our findings were similar to that
of [10], that is both speed (one million of docs processed in several weeks, while
we can do this in 3 days), clustering stability etc. were unsatisfactory for under
non-stationary environment, that is one with incoming flow of new documents,
with topic drift. The scalability of WebSOM approach is also discouraging (high
complexity in collection size terms).

We guess that the basic problem with WebSOM lies in the initialization
process of so-called reference vectors, being the centroids of the clusters to grow.
In the original WebSOM they are initialized randomly, to be corrected later on
in the clustering process. Such an initialization may lead to an instability dur-
ing clustering, because the learning process of WebSOM possesses a ”learning
speed” parameter α, which may turn out to be too low to ensure convergence
for a particular initialization. Another problem lies in the general concept of
clustering. In WebSOM, it is tightly coupled with a (non-linear) projection from
a multidimensional to a two-dimensional space. Now, there may be infinitely
many such projections with equal rights. So one needs really a sense of goal for
selecting the appropriate one.

The first issue we tackled was dictionary optimization strategies and their
speed-up effects to tackle the complexity issue [3]. Another research direction
was to obtain better clustering via fuzzy-set approach and immune-system-like
clustering, [13]. Our approach to document clustering is a multi-stage one:
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– clustering for identification of major topics (see [4,5])
– cellular document clustering (see [6])
– cellular document clusters to WebSOM map projection (see [3])
– cell clusters extraction and cell labelling (see [13])

In order to obtain a stable map, one needs to fix the perspective from which
one looks at the document collection. This can be achieved if we identify major
topics of the document collection. This is done in the step ”clustering for identifi-
cation of major topics”. We suggest [6] a Bayesian approach, which was a result
of our investigation of the behavior of the PLSA algorithm [9]. Alternatively,
different initialization techniques could be used: in [5] we described an approach
to major topic identification based on LSI/SVD, and in [7] we described usage
of a version of Fuzzy-ISODATA algorithm for this purpose. Having identified
the major topics, we can initialize the map in a more definite way, in particular
imposing stablization of the resulting maps [4].

After the topics have been identified, the documents need to be assigned to
these and intermediate ones, and the relationships between the topics have to be
identified. This process is called by us ”Cellular document clustering”, and leads
to creation of a graph model of document collection. Three different techniques
may be used at this point: the WebSOM (plain or hierarchical) approach, the
GNG approach, or artificial immune systems (AIS) approach (see [15]).

The graph model of document collection needs to be visualized in form of a
document map. Therefore, a step of ”cellular document clusters to WebSOM map
projection” is applied. It is surplus in case, when WebSOM (plain or hierarchical)
is used to cluster documents, but is necessary for more elastic topologies like
GNG model and AIS model to show the graph model in 2D or 3D (refer also to
section 5).

Finally, for purposes of better readability of the document map, cells need to
be joined into larger, topically uniform areas which is done in the step of ”cell
clusters extraction”. Both cells and areas have to be labeled with descriptive
terms or phrases [15].

4 Contextual Maps

In our work we use well known approach of representing documents as points
in term vector space. It is a known phenomenon that text documents are not
uniformly distributed over the space. Characteristics of frequency distributions
of a particular term depend strongly on document location. On the basis of ex-
perimental results, we suggest to identify automatically groups containing sim-
ilar documents as the preprocessing step in document maps formation. We ar-
gue that after splitting documents in such groups, term frequency distributions
within each group become much easier to analyze. In particular, it appears to
be much easier to select significant and insignificant terms for efficient calcula-
tion of similarity measures during map formation step. Such cluster hierarchy we
call contextual groups. For each contextual group, separate maps are generated
(Figure 3).
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Fig. 3. Context-sensitive approach

Learning process of the contextual model is to some extent similar to the clas-
sic, non-contextual learning. However, the standard vector space representation
is replaced with topic-sensitive term weighting, taking into account importance
of the term within a particular thematic group. It should also be noted that
each constituent contextual map can be processed independently, in particular
learning process can be distributed. Also a partial incremental update of such
models appears to be much easier to perform, both in terms of model quality,
stability and time complexity (for detailed results see [7]). The hierarchy tree of
the contextual maps is rooted at the map of general contexts (Figure 3).

5 User Interface

The presentation of document maps in our system is similar to the one used in
the WebSOM project, but enriched with our own modifications.

There is a variety of modifications to the basic SOM topology, having different
clustering and visualization properties. In particular, we have applied Euclidean
SOMs with quadratic and hexagonal cells, projected on torus surface (figure 4)
and presented in 2D.

At present, in our search engine map of documents can be presented by 2
dimensional map (see fig. 1), following WebSOM’s paradigm [18], or in 3D, by
cylinder(see fig. 5(a)), sphere (see fig. 5(b)) or torus (see fig. 4). Our basic concern
was with boundary regions, where within the original WebSOM approach a
too few neighbors phenomenon occurred. As suggested by WebSOM authors
and others, we extended the map so that the left and the right boundaries
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Fig. 4. 3D map – torus

Fig. 5. 3D map – (a) cylinder (b) sphere

are connected. The same is with the top and the bottom one. As this junction
is not visible in case of a planar map, it is visible with the rotating cylinder in
the horizontal direction. Rotating sphere and torus representations make vertical
junction visible also. The change in intended presentation has an impact of course
on the way the clustering in WebSOM algorithm is implemented. Also clustering
of map regions is affected by this concept. In case of sphere representation, also
the distance measures in non-boundary regions are affected.

Our further extension concerns using a multi-map approach (maps generated
with various clustering algorithms, hence explicating different aspects of the
data). When presenting results of a query, the most appropriate map is selected
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out of the ones available so that the documents in response to a query form ”well-
formed” clusters on such a map. The automated choice of the map is based on
a criterion of split of response documents into several large clusters (scattering
over the whole map and concentrating at a single spot are discouraged).

When a user enters a query, he may be advised on possibilities of query expan-
sion, where additional terms are suggested by a Bayesian net based mechanism.

6 Concluding Remarks

As indicated e.g. in [10], most document clustering methods, including the orig-
inal WebSOM, suffer from their inability to accommodate streams of new doc-
uments, especially such in which a drift, or even radical change of topic occurs.

The main contribution of this paper is to point at the possibility of design of
visual search engines indexing millions of documents at acceptable speed, and
providing multiple views of the same growing document collection. An appropri-
ate architecture to achieve this goal has been developed. What distinguishes it
from traditional approaches to document map creation is the addition of topical
initialization, that stabilizes the map, decompositional ”contextual maps”, that
permit to handle multiple subsets of documents in parallel, as well as focused
crawling, that eases the tasks of clustering components by providing with topical
portions of documents. Another feature absent from other systems is the possi-
bility to have multiple modules perform,ing the same function so that different
variants of maps of the same document collection can be generated. An appro-
priate user query answering interface allows the user to select the map that best
matches his needs, or let the system choose the map for him.

An added value is also the extension with an experiment manager which helps
to identify bottlenecks to cope with.

The new (contextual) concept of document maps beyond our architecture
leads to many interesting research issues, such as context-dependent dictionary
reduction and keywords identification, topic-sensitive document summarization,
subjective model visualization based on particular user’s information require-
ments, dynamic adaptation of the document representation and local similarity
measure computation, or even context-dependent inverse list construction. We
plan to tackle these problems in our future works.
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Abstract. In this paper, we propose a design consideration for a moni-
toring and diagnosing chip for the embedded system based on the model-
based diagnosis. We introduce the qualitative model for the embedded
system by transforming the continuous dynamics of components into
the discrete state transition system, which is then further transformed
into the circuit called Synchronous Boolean Network(SBN). The faults
of system components are reduced to the stuck-at faults in SBN. We
present a hardwired SBN diagnosis engine based on Roth’s D-calculus,
which allows efficient identification of the faulty parts by propagating
the anomaly through the SBN structure.

1 Introduction

In this paper, we present a design consideration for an on-line monitoring and
diagnosis chip for the embedded system based on the model-based diagnosis. A
dynamical system is called “embedded” when it contains the continuous dynam-
ics managed by the discrete control. Most industrial systems today are embedded
because they are usually monitored by the embedded microprocessors. A large
parts of the monitor system are occupied by the programs for on-line diagnosis.
For example, 75% of software module in the Electronic Control Units (ECUs)
of automobiles deal with the detection and recovery for the faults in the engine
system [2]. Therefore, an efficient and high-responsible diagnosis method is one
of the most intriguing and significant issues for the embedded system. A model-
based diagnosis (hereafter MBD) has been widely investigated for embedded
systems and generated a lot of practical diagnosis engines. These systems have
been mostly applied to the off-line and off-board diagnosis. For a safety critical
system such as automobiles, however, an on-board diagnosis is one of the best ap-
proaches to achieve the high responsible diagnosis. But there are some difficulties
in the on-board implementation of MBD due to the high complexity compu-
tation (NP-hard) and the hardware limitation (the sensors are sparse and the
memory size is limited). The fundamental method of MBD is the consistency-
based diagnosis which iterates the checking whether the behavior predicted from
the model is consistent with the observation. So that it requires the deduction or
simulation to predict the correct behavior from the model. Struss proposed the
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state-based diagnosis as one of the promising approach to the on-board MBD
[9]. In the state-based diagnosis, the fault is detected by checking whether the
observed state exists in the set of possible states so that the time consuming
simulation can be avoided. Taking another approach, Casio et. al. proposed a
compilation-based methodology in which an off-line model-based diagnosis is
transformed into a decision tree for on-board implementation [2]. Although the
decision tree allows a compact representation of diagnosis procedure, it is some-
times insufficient due to the lack of ability to deal with the temporal behavior
of the system. Console, et.al. improve the compilation approach by introducing
the temporal decision tree [3].

Contrary to the both approaches which aim at the reduction of on-board
computation, we propose in this paper a straightforward implementation of the
consistency-based diagnosis in the hardware logic in which the on-board sim-
ulation and the consistency checking are embedded in the form of LSI logic.
We introduce two stages of abstraction to generate the model. At the 1st stage,
the qualitative model for the embedded system are formed by transforming the
continuous dynamics of components into the discrete state transition system. At
the 2nd stage, it is transformed again into circuit called Synchronous Boolean
Network(SBN) . The SBN is a network of the Boolean gates with feedback,
which simulates and monitors the dynamics of the system by comparing the
observables with the simulation result at every time-step. The faults of system
components are reduced to the more comprehensible stuck-at faults in SBN.
The permanent fault of the component is easily reduced to the stuck-at faults of
SBN. A stuck-at fault means that the input or output of the faulty element is
fixed to be 0 or 1. The model-based diagnostic algorithms have been studied for
the stuck-at fault of SBN [6]. Here we present a hardware implementation of this
algorithm, which allows the incremental conflict set formation by propagating
the anomaly through the SBN structure.

2 Model-Based Diagnosis and Model Abstraction

In the MBD, the model is defined by the system description, which is an en-
semble of logical formulas of the form Oki ⊃ Fi for each component i. The
assumable Oki is used to denote the health of the componenti and Fi describes
its dynamics. The interconnection of the components is naturally represented
by the sharing of variables. From the system description SD and the symptom
OBS, the diagnostic engine generates the conflict sets (¬Ok1 ∨ ¬Ok2 ∨ · · · )
such that SD ∧ OBS � (¬Ok1 ∨ ¬Ok2 ∨ · · · ). This means at least one of
{component1, component2, · · · } must be fault as the cause of the symptom [4].
A set of the minimal conflict sets forms the diagnosis.

Definition of System Description
A system description is SD = (V, OK, Comp) where

(1) V is a set of variables for the whole system such that
Input variables: SI ⊆ V ; Output variables: SO ⊆ V ; Observables: SB ⊆ V
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(2) OK is a set of predicates Oki which means component i is healthy.
(3) Comp is a set of component description Ci = (Xi, Yi, Fi) such that

Xi ⊆ V : Input variables of the component i
Yi ⊆ V : Output variables of the component i
Fi ⊆ Xi × Yi : Causal relations of the component i such that Oki ⊃ Yi =
Fi(Xi)

The system description represents the connectivity between components by the
sharing of variables so that the following connectivity condition must be satis-
fied.

∀i[∀x ∈ Xi∃Yj [x ∈ Yj ∨ x ∈ SI]]; ∀j[∀y ∈ Yj∃Xi[y ∈ Xi ∨ y ∈ SO]]

Since the abnormal behavior of the system is qualitative in nature, we need
not necessarily the precise description of continuous dynamics in the diagnosis
model if it contains the sufficient description for the causal relation between the
faulty of components and the anomaly of the system. Namely, the granularity
of the model description depends on the underlying fault ontology of the actual
diagnosis. The model abstraction plays an essential role to reduce the inherent
complexity of diagnosis.

Definition of Model Abstraction
For any two system descriptions SD=(V, OK, Comp), SD′ = (V ′, OK ′, Comp′),
S′ is a model abstraction of S if and only if there exists a mapping α : V → V ′

which satisfies the following two conditions

(1) Simulation Condition
∀Ci(Xi, Yi, Fi) ∈ Comp∃Cj(X ′

i, Y
′
i , F ′

i ) ∈ Comp′[Yi = F (Xi) ⊃ α(Yi) =
F ′

i (α(Xi))]
(2) Preservation of Ok-ness

∀Oki ∈ OK∃Ok′
j ∈ OK ′[Oki ≡ Okj ] and vice versa

The simulation condition is necessary for the on-line monitoring. The anomaly
of system behavior is detected when the discrepancy:

X ′
i = α(Xi) ∧ Y ′

i 	= α(Yi)

is found. On the other hand, it is required to have an one-to-one correspondence
between Oki and Ok′

i.
In the following sections, we will use two stages of abstraction. In the first

stage, we will map the continuous dynamics of the system into a qualitative
model with sufficient granularity to detect the anomaly. In the second stage, we
will then map the qualitative model into its circuit representation(SBN).

3 Qualitative Fault Model

3.1 A Single Cylinder

Throughout this paper, we use a single cylinder system for explanation. A single
cylinder system (Fig.1) is a simplified model of the automotive engine which is
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composed of a cylinder, a crankshaft, an intake valve, an exhaust valve and a
spark ignition actuator. The cylinder system burns the fuel and generates the
torque by repeating the following cylinder cycle (Fig.2):

(1) I-state (Intake): the mixture of fuel and air m is entered into the cylinder.
Its quantity(mass) depends on the situation of the intake valve v, which is
determined by ECU at the start of this state. The position of the piston
p(t) is moved from the top to the bottom of the cylinder during this state.

(2) C-state (Compression): The air/fuel mixture is compressed. The piston is
going up from the bottom to the top.

(3) E-state (Expansion): The spark ignites I at the start of this state. The pres-
sure inside the cylinder is rapidly increased due to the flaming and explosion;
in this case, the piston moves down from the top to bottom so that the torque
T (t) is generated and then transmitted to the crankshaft via the connection
rod. Finally, the piston moves down to the bottom.

(4) H-state (Exhaust): the exhaust gas g is expelled. The position of the piston
is moved from the bottom to the top of the cylinder.

The cylinder system is a typical example of the hybrid system [1], since its
dynamics is composed of the discrete state transition of the cylinder cycle and
the continuous change of the physical quantities occurs only in each state which
is governed by the (differential) equations given in the state. The dynamics of the
whole system can be described by the differential equation about the crankshaft
revolution speed n. Note that the torque is generated only in the E-state so that
n is gradually decreasing due to the load torque in any other state. Namely,

ṅ(t) = an(t)(a < 0) in state I,C,H, ṅ(t) = an(t) + bT (t) in state E

The position of the piston is represented by the angle of the crankshaft so that
its deviation is in proportion to n: ṗ(t) = cn(t).

We assume that the generated torque is in proportion to the mass m of the
inflamed air/fuel mixture which is determined by the situation of valve:

T (t) = km(t), m(t) = rv(t), where k,r are constants

We assume that n(t) and the temperature J in the cylinder are observed at the
end of each cylinder cycle. The valve v(t) of the air-fuel mixture is controlled at
the beginning of Intake state depending on n(t). Any other physical parameters
are not observable.

3.2 Qualitative Model

We introduce the qualitative model of the cylinder as the first stage of abstrac-
tion. Since the change of the crankshaft revolution speed n is considered to be
very small within one cylinder cycle, we can regard n as constant at each step of
diagnosis. In Table 1, we present the discretization of the physical quantities. The
value of ṅ(t) is divided into 8 levels L0 < L1 < L2 < L3 < L4 < L5 < L6 < L7
and the value of other physical parameters are divided into two values: L(low)
and H(high).
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Fig. 1. The cylinder system

p(t) = top

p(t) = Bottom

p(t) = Bottom

H E

CI

Fig. 2. The cylinder cycle

Table 1.

physical Parameter Variable Landmark value
Temperature J H(high), L(low)

Valve V H(full open), L(half open)
Mixture Gas m H(large amount), L(small amount)

Remaining Exhaust Gas g (H(large amount), L(small amount)
Acceleration of Shaft ṅ L0 < L1 < L2 < L3 < L4 < L5 < L6 < L7

Torque T H(big), L(small)
Ignition Ig H(fired), L(misfired)

We transform the cylinder cycle into the discrete event transition by replacing
the continuous dynamics of physical variables in each state with the correspond-
ing landmark values at the end of the state. This abstraction is feasible if we can
recognize the abnormal behavior occurred in the state from the observation at the
end of the state or the cylinder cycle. Namely, we assume that every observable
has a fixed value at the start or the end of state which can be estimated by mon-
itoring. By this abstraction, we can describe the discrete dynamics by the form

ϕ at the beginning of state ⊃ ψ at the end of state

We simply write this form as ϕ ⊃ ◦ψ, where ◦ is the next operator which means
the predicate becomes true after the time delay of the quarter of the cylinder
cycle. The differential equations in each state is reduced into the following qual-
itative difference equations, which comprises the system description of the first
abstraction model.

(1) state I: If the valve is not opened completely, the mass of fuel will not be
full; v = L ⊃ ◦(m = L).
If the exhaust gas is not expelled at the end of the previous state H, the fuel
will not be full even if the valve is completely open; this suggests the existence
of the fault of the valve for the exhaust gas; v = H ∧ g = H ⊃ ◦(m = L).
Otherwise, the fuel will be full; v = H ∧ g = L ⊃ ◦(m = H).
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ṅ is gradually decreasing (we assume one step down);
ṅ = Lx ⊃ ◦(ṅ = Lx−1); ṅ = L0 ⊃ ◦(ṅ = L0); where x ∈ {1, · · · , 7}:

(2) state C: In this state, the illegal ignition may occur due to the excessively
high temperature. It causes the drastic decreasing of ṅ(3 steps down);
ṅ = Lx ∧ J = H ⊃ ◦(ṅ = Lx−3), where x ∈ {1, · · · , 7}.
In normal case, ṅ is gradually decreasing; ṅ = Lx ∧ J = L ⊃ ◦(ṅ = Lx−1).
If the rotation speed is the lowest, it keep the value; ṅ = L0 ⊃ ◦(ṅ = L0).

(3) state E: When the temperature is low, the ignition occurs correctly;
J = L ⊃ Ig = H ,
and the torque is generated in proportion to the mass of air-fuel mixture in
the cylinder; Ig = H ∧ m = X ⊃ ◦(T = X) where X = L, H.
When generated torque is high, ṅ is going up to the highest level L7 else it
is going up to L5; T = H ⊃ ◦(ṅ = L7); T = L ⊃ ◦(ṅ = L5).
If the ignition occurred already at the previous state C due to high tem-
perature, it does not fire again. In this case, the torque is not generated;
J = H ⊃ Ig = L.
In this case, ṅ is gradually decreased.
Ig = L∧ṅ = Lx ⊃ ◦(ṅ = Lx−1); ṅ = L0 ⊃ ◦(ṅ = L0); where x ∈ {1, · · · , 7}.

(4) state H: The ṅ is gradually decreased in this state.
ṅ = Lx ⊃ ◦(ṅ = Lx−1); ṅ = L0 ⊃ ◦(ṅ = L0); where x ∈ {1, · · · , 7}.

(5) Control rules: We assume that the control objective is to achieve the sta-
bility of n. In order to keep the value of n stable (around L6), the con-
trol rule is selected according to the value of ṅ at the end of the state H;
ṅ < L6 ⊃ ◦(v = H); ṅ ≥ L6 ⊃ ◦(v = L).

3.3 SBN Model

We introduce the SBN model as the second stage of abstraction. In the above
formulas, all predicates ϕ, ψ in (ϕ ⊃ ◦ψ) have the form X = U where X is
a physical parameter and U is the landmark value of the quantification. X =
U1 and X = U2 are always exclusive if U1 	= U2 so that we can simplify the
description by introducing Boolean variables to encode these predicates. The
encoding would result in the following Boolean formulas of (temporal) logic.

(1) I state
◦N2 = N2(N0 + N1), ◦N1 = N1N0 + N2(N1 + N0), ◦N0 = (N1 + N2)N̄0,
◦M = ḠV

(2) C state
◦N2 = N2(N1 + N2)(N1 + J̄),◦N0 = (N0 + J̄)(N̄0 + J)(N1 + N2),
◦N1 = (N1 + N2)(N0 + J + N2)(N̄0 + J)(N̄0 + J + N1)

(3) E state
◦N2 = Ig + N2(N1 + N0), ◦N0 = Ig + N̄0(N1 + N2), ◦V = N̄1 + N̄2,
◦N1 = IgM + Īg(N1 + N2)(N1 + N1 + N0)(N0 + N1 + N0)

(4) H state
◦N2 = N2(N0 + N1), ◦N1 = N1N0 + N2(N1 + N0), ◦N0 = (N1 + N2)N̄0
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From these formulas, we can design the circuit representation of SBN(Fig.3),
which provides the system description in this stage of abstraction. In Fig.3, each
of 4 large blocks encircled in dotted lines corresponds to each state of a cylinder
cycle. The clocked latches are placed at the output of each block in order to
synchronize them to the piston cycle. This circuit allows the on-board simulation
to generate behavior of the cylinder. The fault of components can be found when
the discrepancy occurs between the result of simulation and the observation. We
can regard the permanent fault of a component as the set of events in which
the physical parameters are frozen at some fixed value. In the SBN model,
these events are represented by the stuck-at fault of the corresponding Boolean
variables.

In Fig.3, the stuck-at faults occur only at the following lines:

(1) The line 1,2,3 (stuck-at 0); the fault of the connection rod.
(2) The line 11 (stuck-at 1); the fault about the abnormal temperature.
(3) The line 12 (stuck-at 0); the fault of the valve for the air-fuel mixture.
(4) The line 13 (stuck-at 0); the fault of the valve for the exhaust gas.

Fig. 3. SBN model of the single cylinder system

4 Diagnostic Engine

4.1 Roth’ D-Calculus

In order to find out the stuck-at fault efficiently, we will apply the classical Roth’
D-calculus [7] to the stuck-at fault. D-calculus is one of the 4-valued logic with
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two new values D, and D̄. X = D means that X is forced to be F (false) though
it should be T (true) if the whole system works correctly. Similarly, X = D̄
means X is illegally T . Values D is propagated through Boolean operation. For
example, (X = T ) ∧ (Y = D) contains the value D. In addition to the use of
D-calculus, we use two types of gates in SBN. One is the normal gate which
always operates correctly so that it only propagates the faults. Another is the
critical gate which is corresponding to the critical part of the system so that it
may cause the stuck-at faults. The gate of this type does not only propagate
the existing conflict set but expands it by adding the new candidate of faults.
In Table 2, we give the operations of NAND gate with L/R input and Y output
in D-calculus. These operations can be executed by the circuits given in Fig.4.
We call these circuit for NAND gate “R-gate”.

Table 2. Truth table of 4-valued proposi-
tional logic

Normal gate Critical gate
Y Y

L\R T F D D̄ T F D D̄

T F T D̄ D D̄ D D̄ D

F T T T T D T T D

D D̄ T D̄ T D̄ T D̄ D

D̄ D T T D D D D D

F1

F2

Fig. 4. Circuit Description

4.2 The Diagnostic Model

In the previous section, we have generated the SBN model(Fig.3) to simulate the
correct behavior of the single cylinder system. We call this circuit SBN-s. The
outputs of SBN-s are used for monitoring by being compared with the observed
values of the cylinder. The permanent faults of the components are reduced
into the stuck-at faults of the corresponding gate (critical gate) in SBN-s. In
order to design the diagnostic engine in hardware, we construct another circuit
called SBN-d by replacing each gate of the SBN-s with the corresponding
R-gates. Namely, SBN-d simulates the system dynamics even in the faulty case
by propagating D values.

4.3 The Conflict Set Formation

From the single faulty assumption, we can assume that SBN-s has at most
one stuck-at fault. For each critical gate, we introduce the OK variables L0, L1
(stuck-at fault 0, 1 for L input) and R0, R1 (stuck-at fault 0, 1 for Rinput). A
conflict set is represented by the set of these OK variables.

We can compute the all minimal conflict sets by starting from the conflict-set
of the lower gates of input-side in SBN-d and by propagating and expanding it



Model-Based Monitoring and Diagnosis Chip for Embedded Systems 263

to the higher level gates. We have proposed a method to generate the conflict
set from those of the parts of the circuit in the following [6].

Let F (X, Y ) be a combinational circuit with the inputs X and the output Y .
For the given input values X , the value of the output Y is correct if X coincides
with the value of Y which is generated when F is a fault-free circuit. The minimal
conflict set is empty if the output Y is correct. On the other hand, we always
have non-empty conflict set for the incorrect output. Assume that F consists of
parts F1, F2 and a NAND gate called key-gate (Fig.4). We have 32 possible cases
of I/O values (16 for the normal gate and the other 16 for critical gate in the
Table 2). We denote a conflict set of F1, F2, F by A, B, C, respectively. Whether
Y = T or F , C is empty so that A, B must be clear if they are not empty. If
the key gate is normal, C is formed from only A, B. On the other hand, the
OK variables of the key-gate (L0, L1, R0, R1) are added to A, B in the case of
the critical gate. Let assume that X = D, D and Y = D̄. Since F1 and F2 are
both incorrect output 0, the key gate will finally generate incorrect output 1.
The minimal conflict set for F can be formed from those of F1 and F2 in the
following manner.

When key-gate is normal, the OK variables in both A, B is still the candidates
for the faults of F so that C = A ∪ B. On the other hand, if the key-gate is
critical, the inputs line of the key-gate itself may be faulty (stuck-at 0) so that
C = A ∪ B ∪ {L0, R0}. Some other cases also show a similar behavior, and here
we will show the conflict set formation rules for all cases in Table 3.

Table 3. Conflict generation and propagation

Normal gate Critical gate
Y Y

L\R T F D D̄ T F D D̄

T φ φ B B {L0, R0} {R1} {L0, R0} ∪ B {R1} ∪ B

F φ φ φ φ {L1} φ φ {L1} ∩ B

D {A} φ A ∪ B A {L0, R0} ∪ A φ {L0, R0} ∪ A ∪ B {L1} ∩ B

D̄ A φ B A ∩ B {L1} ∪ A {R1} ∩ A {R1} ∩ A A ∩ B

4.4 Schematic Architecture of the Chip

We present a schematic architecture in Fig.6. It consists of two parts: the mon-
itoring and diagnostic engine. The estimated size of the chip is not exceeding a
few thousand gates for the qualitative model in the sect.3.

5 Concluding Remarks

In this paper, we reduce the on-line diagnosis of the embedded system into
the stuck-at fault detection of SBN and present a chip configuration of the
diagnostic engine. Comparing to other approaches, our method has an advantage
that it allows the on-board simulation so that the consistency checking can be



264 S. Hiratsuka, H.-H. Lu, and A. Fusaoka

Fig. 5. R-gate for critical and normal gate
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Fig. 6. Schematic chip architecture

perfomed in the real-time situation at the sacrifice of the additional hardware.
For the faults of the embedded system, the number of critical gates (the gate with
the possibility of fault) seems to be sparse, so that hardware implementation is
possible within a moderate size of circuit.
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Abstract. Effective automatic summarization usually requires simulating 
human reasoning such as abstraction or relevance reasoning. In this paper we 
describe a solution for this type of reasoning in the particular case of 
surveillance of the behavior of a dynamic system using sensor data. The paper 
first presents the approach describing the required type of knowledge with a 
possible representation. This includes knowledge about the system structure, 
behavior, interpretation and saliency. Then, the paper shows the inference 
algorithm to produce a summarization tree based on the exploitation of the 
physical characteristics of the system. The paper illustrates how the method is 
used in the context of automatic generation of summaries of behavior in an 
application for basin surveillance in the presence of river floods. 

1   Introduction 

General techniques for automatic summarization usually simulate human reasoning 
such as abstraction or relevance reasoning. For example, techniques for event 
summarization include exploiting the saliency of events (with domain properties or 
statistics), abstracting events from collections of events, and integrating events based 
on semantic relations [1]. A particular application of automatic summarization is 
report generation in the context of control centers where the behavior of a dynamic 
system is supervised by human operators. Here, operators make decisions on real-time 
about control actions to be done in order to keep the system behavior within certain 
desired limits according to a general management strategy. Examples of these 
dynamic systems are: a road traffic network, the refrigeration system of a nuclear 
plant, a river basin, etc.  

In this context, physical properties of dynamic systems provide specific criteria to 
formulate more specific techniques for summarizing and relevance reasoning. 
According to this, we present in this paper a knowledge-based approach that can be 
used to generate summaries in the context of surveillance of the behavior of dynamic 
systems. In the paper we analyze the type of knowledge and representation required 
for this type of task and we describe the main steps of an inference algorithm. We 
illustrate this proposal with the case of a particular application in the field of 
hydrology where thousands of values are summarized in single relevant states. At the 
end of the paper we make a comparative discussion with similar approaches. 
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2   The Method for Summarization 

In automatic summarization two separated tasks can be considered: (1) summarize the 
most important information (i.e., what to inform) and (2) present the information 
using an adequate communication media according to the type of end-user (how to 
present the information). This paper describes our approach for the summarization 
task and, then, the paper illustrates how it is related to the presentation task in a 
hydrologic domain.  

According to modern knowledge engineering methodologies [2], we have designed 
a method conceived with a set of general inference steps that use domain specific 
knowledge. In the following, we first describe the types of domain knowledge used in 
the method: (1) system model, (2) interpretation model and (3) salience model. Then, 
we describe the general inference as an algorithm that uses these models with a 
particular control regime. 

2.1   The System Model 

The system model is a representation of an abstraction about behavior and structure of 
the dynamic system. Our method was designed to simulate professional human 
operators in control centers with partial and approximated knowledge about the 
dynamic system. Therefore, the system model was conceived to be formulated with a 
qualitative approach instead of a precise mathematical representation with 
quantitative parameters.  

The representation for the system model is a particular adaptation of representations 
and ontologies used in qualitative physics (e.g., [3] [4] [5] [6]). In the model, a detailed 
hierarchical representation of the structure is followed to support summarization 
procedures. However, since the system model is not used for simulation of the dynamic 
system, the behavior is represented with a simpler approach. 

In particular, the structure of the dynamic system is represented with a set of 
components C = {Ci}. Each component represents a physical object of the system such 
as a reservoir, river or rainfall area in the basin. In a given moment, a component Ci 
presents a qualitative state. Each component Ci is also characterized in more detail with 
quantitative measures corresponding to physical quantities Q1, …, Qk (e.g., water-level 
and volume of a reservoir). Components are related to other components with the 
relations is-a and member (user-defined relations can be also used to consider domain-
specific relations). A parameter is a tuple Pi = <Ci, Qi, Fi, Ti> that represents a physical 
variable defined by the component Ci, the quantity Qi, optionally a function Fi (e.g., as 
average time value, time derivative, maximum value, etc.) and optionally a temporal 
reference Ti (temporal references are time points or time intervals). An example of 
parameter is <Casasola, level, max, [18:00, 21:00]> which means the maximum 
value of the water level in the Casasola reservoir between 18:00 and 21:00 hours. 

The model includes also a simplified view of the system behavior represented with 
causal relations between physical quantities. These relations can include labels such 
as temporal references about delay or type of influence (M+ or M-, i.e. increasing or 
decreasing monotonic functions, etc.). Historical values also help to represent 
information about behavior (e.g., average values, maximum historical values, etc.). 
Figure 1 shows a simplified example in the hydrologic domain that summarizes this 
representation. 
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Fig. 1. Summary of the representation for the dynamic system in the domain of hydrology 

2.2   The Interpretation Model 

The interpretation model expresses how to determine the qualitative state of every 
node in the hierarchy of components. For the case of single components their state is 
determined directly by conditions about parameters. Normally, this is formulated with 
conditions about limit points that define the quantitative space corresponding to the 
state. This can be formulated by qualitative interpretation rules, i.e. sentences with 
the following format (x is a component and yj are parameters): 

 
 

 
 
where type(x, a) means that the type of component x is a, param(x,y) means that y is 
a parameter of x, CONDk is a logical expression about the values of parameters y1, 
…, yn and state(x, b) means that the state of the component x is b. An example in 
natural language is: the state of a reservoir is near-limit-increasing if its volume is 
between 90% and 100% of its capacity and the time derivative of the volume is 
positive.  

)),(),...,(),(...),(),((,...,, 111 bxstateyyCONDyxparamyxparamaxtypeyyx nknn →∧∧∧∧∀
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For the case of complex components their state is determined by conditions about 
the state of simpler components. This can be formulated by aggregation rules, i.e. 
sentences based on the following format (x, y are components): 
 

                                                                                                                      
 

where member(y,x) means that the component y is member of the component x. With 
this type of rules, a particular component could deduce different states based on the 
states of its different members. So these sentences must be interpreted following a 
particular control mechanism based on relevance as it is described in the following 
section. An example in natural language is: the state of the basin is damages if there is 
a flood-area of the basin that presents the state of agricultural-losses. 

The interpretation model also is used to formulate how the value of a parameter x 
is computed based on the values of other parameters y1, y2, …, yn (when x is not 
directly measured by sensors). This can be expressed with functional sentences where 
each sentence associates to a parameter x a function applied to the other parameters 
y1, y2, …, yn. The function is taken from a library that includes arithmetic functions, 
statistical functions for both temporal and component abstraction, etc. An example of 
this sentence in natural language is: the storage percent of a reservoir is the current 
volume of the reservoir multiplied by 100 and divided into the capacity of the 
reservoir. 

2.3   The Salience Model 

The salience model represents a kind of control knowledge to determine when certain 
event is relevant to be reported to the operator. In general, we consider a relevant 
event as a significant deviation of the desired state established by the goals of the 
management strategy of the dynamic system. This definition is valid to report the 
relevant information about the behavior of the dynamic system during a long period 
of time. However, when operators monitor on real time the behavior of the system, we 
consider the notion of relevance as follows: 

Definition. A relevant event is an event that (1) changes with respect to the 
immediate past and (2) produces a change (now or in the near future) in the distance 
between the state of the dynamic system and the desired state established by the 
management goals.  

The implication of this definition is that, in order to evaluate the relevance of facts, it 
is necessary to predict the final effect of state transitions. However, based on our 
assumption for system modeling, we follow here a simplified and efficient approach 
with approximated knowledge for the system behavior. According to this, the 
representation of relevance establishes when a state can affect to the management 
goals, using a heuristic approach that summarizes sets of behaviors. This is 
formulated as logic implications that include (1) in the antecedent, circumstantial 
conditions about states of components and (2) in the consequent, the state of a 
component that should be considered relevant under such conditions. The general 
format is (x and yj are components): 

 
 )),((),(),(),...,,(),((,...,, 1111 cxstaterelevantbystatebystateyyxRELaxtypeyyx nnnkn →∧∧∧∧∀

)),(),(),(),(),((, dxstatecystatebytypexymemberaxtypeyx →∧∧∧∀
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where RELk(x,y1,…,yn) relates a component x with other components y1, …, yn, 
according to physical properties (for instance a relation that represents the reservoirs 
that belong to a river). Thus, in hydrology, light rain is normally considered non 
relevant except, for example, if the weather forecast predicts heavy rain and the 
volume in a reservoir downstream is near the capacity.  

Our notion of relevance gives also criteria to establish order among relevant events. 
This can be done with sentences that represent heuristic knowledge defining priority 
between two states based on their impact on the management goals. The 
representation uses conditional sentences that conclude about preference between 
states (represented by A > B, A is more relevant than B) with the following format  
(x and y are components): 

 
 

where CONDk is a logical expression (possibly empty) about the components x and y. 
For example, in hydrology, this allows to establish that heavy-rain at certain location 
x1 is more relevant than the same rain at location x2. It also allows formulating a 
general priority scheme like: damages > volume > flow > rain > weather-forecast.  

It is important to note that this priority scheme plays the role of control knowledge 
in the complete model. The aggregation rules of the interpretation model are used to 
determine the state of components based on the state of simpler ones. However, to 
avoid contradictory conclusions, these sentences need to be applied according to 
certain control mechanism. The relevance priority is used here for this purpose taking 
into account that sentences that interpret qualitative states with higher priority are 
applied first. 

2.4   The General Inference 

The general inference exploits the physical system properties (e.g., causal relations, 
member relations and changes in qualitative states) together with domain knowledge 
about relevance to produce the summary. In particular it performs a linear sequence of 
the following inference steps: 

1. Interpret. For every single component its qualitative state is computed using as 
input the qualitative interpretation rules and the measures of sensors.  

2. Select. Relevant states are selected. For every single component, the relevance of 
its state is determined by using the saliency model according to the following 
definition. A state S(ti) in the present time ti of a component C is relevant if (1) 
the state S(ti-1) of component C in the immediate past changes, i.e., S(ti)  S(ti-1), 
and (2) the predicate state(C, S(ti)) is deduced as relevant according to the 
domain-dependent rules of the salience model. Let R = {S1, S2, …, Sn} be the set 
of relevant states.  

3. Sort. The set R of relevant states is sorted according to the domain-based 
heuristics of the salience model. More relevant states are located first in R. 

4. Filter. Less relevant states that correspond to the same physical phenomenon are 
removed. For each state Si in R (following the priority order in R) a second state Sk 
is removed from R if (1) Sk is less relevant than Si (i.e., Sk is located after Si in R), 
and (2) Sk is member of causes(Si) or Sk is member of effects(Si). Here, causes(X) 

)),(),(),(),(),((, bystateaxstateyxCONDbytypeaxtypeyx k >→∧∧∀
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and effects(X) are the sets that respectively contain all the (direct or indirect) 
causes and effects of X based on the causal relations of the system model. 

5. Condense. The states of similar components are condensed by (1) aggregation 
and (2) abstraction. States of components with the same type are aggregated by 
the state of a more global component by using the aggregation rules of the 
interpretation model. Here, the salience model is used as control knowledge to 
select among candidate rules as it was described in the previous section. In 
addition to that, states of components of different type are abstracted by the most 
relevant state using the priority order in R. This produces what we call a 
summarization tree. 

   
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2. Example of summarization tree 

The example of figure 2 shows a summarization tree corresponding to a set of 
relevant states. In the example, the graphic at left hand side shows a partial search 
space. At the bottom, there are states of single components (K6-1 means the state 1 of 
component 6 of type K). The horizontal axis shows the relevance order (e.g, K6-1 is 
more relevant than K5-1). The squared states correspond to the elements of R = {K6-
1, K5-1, H3-1, H2-1}. Upper nodes in these hierarchies are potential states inferred by 
aggregation rules. The corresponding summarization tree is presented at the right 
hand side. In this tree the most relevant and aggregated state is represented by the root 
E2-1.  

3   Application in Hydrology 

The previous general approach has been applied to the field of hydrology. In Spain, 
the SAIH National Programme (Spanish acronym for Automatic System Information 
in Hydrology) was initiated with the goal of installing sensor devices and 
telecommunications networks in the main river basins to get on real time in a control 
center the information about the hydrologic state. One of the main goals of this type 
of control centers is to help to react in the presence emergency situations as a 
consequence of river floods. The management goals in this case are oriented to 
operate reservoirs to avoid problems produced by floods and, if problems cannot be 
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avoided, to send information to the public institutions in order to plan defensive 
actions. Here, the generation of summaries of behavior is oriented to report relevant 
information of the river basin from the point of view of potential floods. This task can 
be considered as one of the components of a more complex intelligent system for 
emergency management [7]. 
 
 

Last hour report

Significant discharge of the 
Casasola reservoir

Last hour report

Significant discharge of the 
Casasola reservoir

located at Torcal with a value of 19 
mm in the last 6 hours. Rainfall was 
also recorded at Colmenar (12 mm) 
and Casarabonela (9 mm) in the 
last 6 hours. According to the 
national weather forecast, signifi-
cant rainfall is not expected for the 
next 24 hours in this area.

The output flow of the Casasola
reservoir is 650 m3/seg which means 
an increase of 180 m3/seg in the last 
hour. The normal output flow is 140 
m3/seg. The current volume of the 
Casasola reservoir is 22 Hm3 which 
means the 67% of its capacity. The 
maximum rainfall was 

 

Fig. 3. Example of summary in text mode 

 

Fig. 4. Example of 3D animation on a virtual terrain presenting relevant information 

In this context, information is received periodically at the control center about 
rainfall at certain locations, water levels and flow discharge in reservoirs and flows in 
certain river channels. A typical number of variables in a basin with a SAIH control 
center is about 500 measures every ∆t (for example ∆t=30 min). The analysis of a 
hydrologic situation requires usually data from the last 24 hours, so a typical amount 
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of data about 24,000 quantitative values. As a result of the summarizing process, 
relevant states are reported such as important rainfall at certain location, a significant 
increase of flow at certain location or, during the evolution of a particular storm, 
significant decrease of rainfall or flow at certain locations.  

In order to present the summarized information, different modes have been 
considered such as text, 2D graphics and 3D animations on a virtual terrain. Figures 3 
and 4 show examples of these types of presentations. To automatically construct the 
report, the computer system includes planner based on HTN (Hierarchical Task 
Networks) [8]. The planner follows a template-based strategy, with abstract 
presentation fragments corresponding to discourse patterns. According to the type of 
user the information is presented using different devices such as mobile phone (with 
sms messages), fax or a computer screen. 

4   Summary and Discussion 

In summary, the paper describes our approach for a summarization problem. The 
problem is summarizing the behavior of a complex dynamic system, where partial and 
approximate knowledge about structure and behavior is available. The main 
contributions of our work for this problem are: (1) a notion of relevance based on the 
distance to management goals which provides a particular strategy for summarization, 
and (2) the identification and representation of different types of available knowledge 
together with an inference procedure. The approach presented in this paper has been 
initially validated in the domain of hydrology with successful preliminary results with 
partial models. Currently we are working in a more extensive and complete evaluation 
of the solution and its integration with presentation methods. 

Our approach is related to several general AI fields such as event summarization, 
model-based problem-solving methods and relevance reasoning. Within the field of 
event summarization [1] [9], there are techniques that go from domain dependent 
approaches (taking into account saliency and abstraction techniques) to domain 
independent solutions based on statistic analysis. Our approach is a domain dependent 
approach that follows specific inference strategies derived from the context of 
surveillance of dynamic systems.  

On the other hand, in the field of model-based solutions, our approach is related to 
modeling approaches for qualitative physics [10] [11] [12] such as CML [3] and DME  
[4]. These general approaches are theoretical solid approaches that in practice usually 
need to be formulated with additional control mechanisms to avoid computational 
problems. Our approach is not oriented for prediction nor for diagnosis so it follows a 
simpler and more efficient representation for the behavior that requires less 
knowledge acquisition effort. Compared to methods for diagnosis [13] our approach 
does not look for hidden causes starting from given symptoms. Instead, it selects and 
summarizes the relevant information in the measured data.  

Relevance reasoning has been studied from different perspectives such as 
philosophical studies or logic-based formal systems [14]. In artificial intelligence it 
has been considered in different problems such as probabilistic reasoning [15] or 
knowledge base reformulation for efficient inference [16]. Closer to our approach, 
relevance reasoning has been used in the representation of dynamic systems. For 
example, relevance reasoning is applied in compositional modeling (dynamic 
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selection of model fragments for simulation) [17] which is not the same task 
performed by our method. Our approach is closer to the case of explanation 
generators of device systems such as the system of Gruber and Gautier [18]. As in our 
approach, this system defines relevance based on state transitions. However, our 
method includes additional domain dependent mechanisms for relevance based on the 
management strategy, a filtering procedure based on causal knowledge, and additional 
abstraction techniques based on hierarchies of components.  

Our approach is also related to techniques for summarizing time series data. For 
example, our work presents certain commonalities with the SumTime project [19]. 
Compared to our work, this project pays more attention to the natural language 
generation from temporal series while our work is more centered on using a particular 
representation of the dynamic system that provides adequate solutions for data 
interpretation, aggregation and filtering. 

Other similar systems but restricted to the field of meteorology have been developed 
for summarizing [20] [21] [22]. For example, the RAREAS system is a domain 
dependent application that generates text summaries of weather forecast from formatted 
data. In contrast, our method has been conceived in general to be used in different 
domains such as road traffic networks, water-supply distribution networks, etc. 
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Abstract. In order to make accessible new Semantic Web Services technologies 
to the end users, the level of tools supporting these technologies should be 
significantly raised. The paper presents the architecture of such a tool - an 
INFRAWBS Designer – a graphical ontology-driven tool for creating a 
semantic Web service description according to WSMO Framework. The tool is 
oriented to the end users – providers of Web services, who would like to 
convert their services into WSMO based semantic Web services. The most 
character features of the tool – intensive use of ontologies, automatic generation 
of logical description of a semantic service from graphical models and the use 
of similarity-based reasoning for finding similar service descriptions to be 
reused as initial templates for designing new services are discussed.   

Keywords: Semantic Web Services, Web Service Modeling Ontology, 
Graphical Modeling, Case-based Reasoning. 

1    INFRAWEBS Project 

INFRAWEBS is a service oriented European research project, which primary 
objective is to develop an ICT framework enabling service providers to generate and 
establish open and extensible development platforms for Web Service applications 
[9]. Although INFRAWEBS is conceived to design, maintain and execute Semantic 
Web Services (SWS) based on existing Web Services, most of its components have 
been designed to work as WSMO based SWS. WSMO is a European initiative for 
Semantic Web Services [13], which provides a formal ontology and language for 
describing the various aspects related to SWS.  

Conceptually, the INFRAWEBS Framework consists of coupled and linked 
INFRAWEBS semantic Web units (SWU), whereby each unit provides tools and 
components for analyzing, designing and maintaining WSMO based SWS within the 
whole life cycle [9]. An INFRAWEBS Semantic Web Unit provides users with: 

• Information structures for effective discovering, storing and retrieving both 
semantic and non-semantic information needed for creating and maintaining SWS: 
− Distributed SWS Repository (DSWS-R) [10] is aimed at effective storing and 

retrieving all elements of the Semantic Web according to the WSMO 
Framework: Goals, Ontologies, SWS and Mediators. The repository also 
store some additional INFRAWEBS specific data such as graphical models 
used for creating WSMO objects and “natural language” templates for 
WSMO Goals. 
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− Similarity-based Organizational Memory (OM) [12] contains non-logical 
representation of the WSMO objects stored in the DSWS-R and is used for 
their indexing and retrieval.  

− Semantic Information Router (SIR) [14] is responsible for storing, 
categorization and retrieval of non-semantic Web services represented as 
WSDL files 

• Tools for creating and maintaining SWS and SWS Applications: 
− CBR based Service Designer (SWS-D) [4] is aimed at designing a WSMO 

based SWS from an existing non-semantic Web service  
− CBR based Service Composer (SWS-C) [4] is aimed at creating a SWS 

through composition of existing WSMO-based SWS 
− CBR based Goal Editor is aimed at creating predefined WSMO-based goals 

and their “natural language” templates needed for designing SWS-based 
applications 

− CBR based Recommender tool [3] is a similarity-based tool facilitating 
operation of all INFRAWEBS “semantic-based” tools by utilizing “past 
experience”. Non-semantic data stored in OM is used as the problem 
description for determining the most similar solution (SWS or its graphical 
model) to the current problem. 

• Problem-Solving Methods used for creating and maintaining Semantic Web 
Services: 
− Logic-based discovery  
− Application-specific decision-support methods used for service composition, 

compensation, monitoring etc. 
− Ontology keywords based discovery [6] 
− Several methods for calculating similarity and/or assignments – structural, 

linguistic, statistic etc.  

SWU is embedded in the INFRAWEBS Environment [16] which provides means 
for communicating with different kinds of INFRAWEBS users and other 
INFRAWEBS Semantic Web Units as well as for executing SWS with ensuring 
security and privacy of these operations. The INFRAWEBS architecture reflects a 
novel approach for solving problems occurring during creating SWS application - the 
tight integration of similarity-based and logic-based reasoning. The similarity-based 
reasoning is used for fast finding an approximate solution, which is farther clarified 
by the logic-based reasoning. 

The present paper is aimed at presenting the architecture, basic design principles 
and some implementation details of the INFRAWEBS Designer – a graphical 
ontology-driven tool for creating WSML-based logical description of SWS according 
to WSMO Framework. This tool is oriented to the end users – providers of Web 
services, who would like to convert their services into WSMO based semantic 
services. The structure of the paper is as follows: in the next section the main design 
principles and the conceptual architecture of the INFRAWEBS Designer are 
presented. Then we discuss the most characteristic features of our tool – the intensive 
usage of ontologies, the graphical way for creating service description and the reuse 
of semantic descriptions of existing services for facilitating the process of designing 
new semantic service description.  In the conclusion we present some implementation 
details and compare our tool with similar products. 



 INFRAWEBS Designer – A Graphical Tool for Designing Semantic Web Services 277 

2    The Conceptual Architecture and Main Design Principles 

According to the WSMO Framework, a semantic service description consists of three 
main parts [13]: 

• Top level concepts – describing service name spaces, used ontologies and 
mediators as well as service nonfunctional properties. 

• Service capability – describing what the service can do. The description is 
separated into four sections – assumptions, preconditions, postconditions and 
effects represented as WSML logical expressions (axioms). The connections 
between them are the common set of ontologies used as well as a set of common 
variables (optional) called shared variables. 

• Service choreography – describing how the user can communicate with the 
semantic service. WSMO choreography is based on Abstract State Machine 
methodology [15] and consists of state signature and state transition rules. The 
State signature defines the state ontology used by the service together with the 
definition of the types of modes the concepts and relations may have, while the 
Transition rules that express changes of states by changing the set of instances. 

The main parts of a SWS description (service capability and transition rules) are 
represented via complex logical expressions written on WSML language, which 
combines features of F-logic, Description logic and Logic Programming [5]. Thus 
“direct” creating WSML description of SWS (e.g. by means of a text editor) is not an 
easy task and requests strong knowledge in formal logic, which significantly restricts 
a circle of people able to accomplish such an activity. That is why we have decided to 
avoid this problem by constructing a special tool for designing SWS – the 
INFRAWEBS Designer, which main design principles are: 

• User-friendliness: it is assumed that the users of our tool will be semantic Web 
service providers, who will not be specialists in first-order logic, so we propose a 
graphical way for constricting and editing the service description abstracting away 
as much as possible from a concrete syntax of logical language used for 
implementing it. 

• Intensive use of ontologies: our analysis has shown that the main difficulties of the 
process of constructing complex logical expressions (axioms) are associated with 
use of correct names of concepts, attributes, relations and parameters as well as 
their types rather than with expressing logic itself. That is why the process of 
constructing the logical description of SWS in INFRAWEBS Designer is ontology-
driven, which means that in each step of this process the user may select only such 
elements of existing ontologies that are consistent with already constructed part of 
the description.  

• Reusability: creating a SWS description is a complex and time-consuming process, 
which can be facilitated by providing the service designer with an opportunity to 
reuse the existing descriptions of services (or their parts) created by the designer 
himself or by other users. The INFRAWEBS Designer provides the user with such 
an opportunity by applying the case-based reasoning approach. 
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The conceptual architecture of the INFRAWEBS Designer, which implements the 
mentioned above principles, is shown at the Fig. 1. 

 

Fig. 1. Conceptual Architecture of the INFRAWEBS Designer 

Temporary Store is an abstract module representing a place where all local files 
produced or used by the INFRAWEBS Designer are stored. Such files include a 
current WSML description of a semantic service under design, WSML descriptions 
of all ontologies used for the service description, files with graphical models of 
WSML logical expressions used for representing the service capability and 
choreography etc.. 

Navigator is an abstract module centralizing an access to other modules of the 
INFRAWEBS Designer. It stores to and retrieves from the Temporary Store all 
locally stored files and switches the control between the Communicator and different 
INFRAWEBS specialized editors. The Navigator is also responsible for creating a so 
called “Service Tree”, which may be seen as an initial skeleton of a newly created 
semantic service description. The whole process of service design in the 
INFRAWEBS Designer is organized as “populating” this tree. 

Communicator is responsible for communication with the user and such external 
for the Designer INFRAWEBS components as OM (Organizational Memory), 
DSWS-R (Distributed Semantic Web Service Repository) and SIR (Semantic 
Information Router): 
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• OM is the INFRAWEBS case-based memory implemented as a Web service. The 
Designer uses the OM for finding semantic service descriptions similar to the 
service under construction as well as for WSML ontologies needed for realization 
of such a process. The graphical model of a “similar” service (or different parts of 
it) is used as a template for fast creating the description of a new semantic service. 
The Communicator creates and sends to the OM different criteria for searching the 
required object description and receives back a list of identifiers of existing 
semantic objects (services or ontologies), which have the best match against the 
specified criteria. 

• DSWS-R is a storage for WSML descriptions of WSMO based semantic objects 
(services, ontologies, goals and mediators), which are indexed by the OM. The 
Communicator uses the DSWS-R for retrieving descriptions of semantic services 
and ontologies given the service or ontology identifier provided by the OM.   

• SIR is an INFRAWEBS component responsible for categorization, annotation and 
retrieval of non-semantic (WSDL) descriptions of Web services. The 
Communicator sends to SIR the criteria for searching the desired Web service and 
received the Web service description, which is further used by the Interface Editor 
for creating the semantic service choreography.  

Publisher is a module responsible for storing a semantic service description in an 
external (for the Designer) storage – the INFRAWEBS DSWS-R. In order to provide 
the correctness and completeness of such a description the Publisher validates 
different parts of the description and finalizes it with some information needed to 
guarantee the proper use of this service in the future. 

WSMO Service Editor is an abstract module responsible for creating and editing 
WSML description of a semantic Web service according to the WSMO Framework. 
The Editor combines three specialized graphical ontology-driven editors for creating 
and editing different parts of such a description as well as a specialized module for in-
memory loading, visualization and manipulation of WSML ontologies, which are 
used by these editors for their operation: 

• NFP Editor is responsible for graphical creating and editing the WSMO-based 
description of non-functional properties of a semantic Web service. 

• Capability Editor is responsible for graphical creating and editing the capability 
description of a semantic Web service. The Editor is an extension of the 
INFRAWEBS Axiom Editor [2], which allows graphical creating, editing and 
reusing of complex WSML-based logical expressions. 

• Choreography Editor is responsible for graphical creating and editing the 
description of the choreography of a semantic Web service, which consists of an 
ontology-based state signature and state transition rules. 

• Ontology Store is responsible for loading, visualizing and using WSML ontologies. 
It provides the basic graphical elements corresponding to ontology concepts, 
instances and relations for creating graphical models of a semantic service 
description, supports automatic on-demand loading of the required ontologies as 
well as actualization of the ontology concepts’ structure during the process of the 
graphical model creation.   
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3   The Use of Ontologies 

A process for converting a non-semantic Web service into a WSMO-based semantic 
Web service may be seen as an interactive ontology-driven process of service 
annotation. Creation of such an annotation is crucially depends on the availability of 
proper ontologies. In practice finding the appropriate set of ontologies is one of the 
initial steps the user has to do before creating a semantic description of a Web service. 

The INFRAWEBS Framework (IIF) assumes that all ontologies are stored in the 
DSWS-R. Thus, the process of finding ontologies is implemented in the Designer as a 
complex procedure for communicating with the IIF, in which the user describes the 
expected content of the required ontology, the Designer (or more precisely, the 
Communicator module of the Designer) translates this description into a query and 
sends it to the INFRAWEBS OM component, which plays a role of an indexer of the 
DSWS-R in the IIF. The OM matches the query against its internal representation of 
ontologies stored in DSWS-R (cases) and returns a set of ontology identifiers, which 
are the most similar to the query. After the user has inspected and selected the desired 
set of ontologies, they are loaded to the Designer’s Ontology in-memory Store from 
the DSWS-R. 

Ontologies describe inheritance between concepts. A concept usually has one or 
more super-concepts that can be defined in other “imported” ontologies mentioned in 
the corresponding section of the ontology description.  Normally the imported 
ontologies are not loaded into the Ontology Store and as a result, all concepts having 
their super-concepts defined in such ontologies can not inherit any of the super-
concepts’ attributes. In order to avoid this deficiency the INFRAWEBS Designer 
provides a mechanism for on-demand loading imported ontologies when a concept, 
which super-concepts are defined in the imported ontologies, is selected.  

All ontologies are loaded into the Ontology Store, which is a global structure 
accessible for all semantic services loaded into the Designer. Such an organization 
allows to design in parallel several new semantic services using the same set of 
ontologies from the Ontology Store. It is very convenient in cases, when the user is 
going to design several semantic services from a single complex Web service (e.g. 
Amazon.com), using different sets of the service operations. 

Ontologies are visualized as trees, which nodes represent ontology concepts, 
relations and instances. In the tree-structured visualization every child element 
appears as many times in the tree as there are concepts in its SuperConcepts property. 
A visualized ontology may be browsed showing all properties associated with each 
ontology element in a special window. Usually a semantic service description is 
constructed by elements (concepts, relations etc.) from several ontologies as well as 
by extensive usage of built-in WSML data types and predicates. To unify the access 
to concepts, relations and WSML built-in constructs, the latter are treated as regular 
concepts and relations. Two such “built-in” ontologies are automatically loaded upon 
startup allowing the user to use all basic data types (strings, numeric values etc.) as 
ordinary ontology concepts and all available built-in predicates (such as numeric 
comparisons) - as ordinary ontology relations. 

The most important elements of an ontology tree are concepts, instances and 
relations since they are the building elements of a semantic service description. All of 
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them can be drag-and-dropped from the Ontology Tree into the working graphical 
area of the corresponding graphical editor thus creating graphical model elements.  

The INFRAWEBS Designer does not provide any means for creating and editing 
WSMO ontologies1. All ontologies loaded into the Ontology Store are read-only, thus 
no ontology element can be changed. An exception is a case, when a list of attributes 
of an ontology concept is automatically expanded to include all attributes inherited 
from a concept’s super-concept. Such an effect is a result of the on-demand loading 
the imported ontology in which this super-concept is defined. 

4    Graphical Creation of a Semantic Service Description 

4.1   Service Tree 

As it has been already mentioned a 
description of a WSMO based semantic 
service contains three types of information 
related to service identification (service 
nonfunctional properties, name spaces 
etc.), service advertisement (a logical 
description of service capability that is 
used for semantic service discovery), and a 
service choreography (a logical description 
of service behavior that is used for 
communication with and execution of the 
service. Although such information is very 
heterogeneous it is displayed in the 
Designer in a uniform way – as a tree in 
which internal (functional) nodes represent 
the roles of each specific portion of the 
information and are used for editing the 
tree structure, while the tree leaves serve as 
pointers to the content of each information 
portion (Fig. 2). For example, a service 
precondition is represented by five 
functional nodes - “Shared variables”, 
“Preconditions”, “Assumptions”, “Post-conditions” and “Effects”. The last four nodes 
can have leaves which are the named pointers to the corresponding WSML logical 
expressions (axioms) represented by their graphical models. The right-click menus 
associated with these tree nodes allow the user to create, remove or edit the axioms 
with the specified role in the service description.  

The shared variables node of the service tree can contain sub-trees, which leaves 
contain information on a variable name and a place, where the variable used (axiom 
or axiom definition if the axiom has more than one definition). The right-click menu 
associated with this node allows only deleting or renaming selected variables since 
                                                           
1 However it can be done by means of WSMO Studio (http://wwww.wsmostudio.org) 

integrated with the Designer. 

 

Fig. 2. An example of the service tree 
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creating a shared variable can be done only from a graphical model of an axiom by 
means of a special operation. 

4.2   Graphical Models of WSML Logical Expressions 

In the description of a WSMO based semantic service logical expressions are used for 
representing service capability as well as conditional and conclusion parts of 
transition rules describing the service choreography. The conceptual syntax for 
WSML has a frame-like style [5]. The information about a class and its attributes, a 
relation and its parameters and an instance and its attribute values is specified in a 
large syntactic construct, instead of being divided into a number of atomic chunks. 
WSML allows using of variables that may occur in place of concepts, attributes, 
instances, relation arguments or attribute values. Although the machines can easily 
handle such axioms, creating and comprehending the axioms are very difficult for 
humans. That is why we have developed an approach in which the text (WSML) 
representation of such expressions is automatically generated from their graphical 
models. The approach has been implemented as a special software component called 
Axiom Editor. A detailed description of the functionality of this component as a 
stand-along software component is presented in [2]. It was also included as an Eclipse 
third party plug-in in the last version of WSMO Studio2. The present section contains 
brief description of main ideas of the approach as well as a description of an 
additional functionality of this component caused by its usage as a main tool for 
graphical creating semantic service capability and choreography description in the 
INFRAWEBS Designer. 

4.2.1   Representation of WSML Logical Expressions 
A WSML logical expression is graphically modeled as a direct acyclic graph (DAG), 
which can contain four typess of nodes: 

• A single node called Root, which may have only outgoing arcs. The node 
corresponds to WSML statement defineBy. Graphically the root node is 
represented as a circle named “Start”. 

• Intermediate nodes called variables. Such nodes can have several incoming arcs 
and outgoing arcs. Each variable has a unique name and poses a frame-like 
structure consisting of slots represented by attribute–value pairs. Such a variable 
corresponds to a notion of compound molecule in WSML [5] consisting of an a-
molecule of type Vari  memberOf  and conjunction of b-molecules of type 
Vari [p1 hasValue Varj1] and Vari [pk hasValue Varkl] respectively, where 
Vari,Varj1, Varkl  are WSML variables and  is a concept from a given WSML 
ontology. Graphically each variable is represented as a rectangle with a header 
containing variable name and type (i.e. the name of concept, which has been 
used for crating the variable), and a row of named slots. 

• Intermediate nodes called relations. A relation node corresponds to a WSML 
statement r(Par1, …, Parn), where  r is a relation from a given ontology, and  
Par1, …, Parn are WSML variables – relation parameters. Graphically each 
relation node is represented as a rectangle with a header containing relation 
name and a row of relation parameters. 

                                                           
2 The latest release can be downloaded from http://www.wsmostudio.org/download.html 
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• Intermediate nodes called operators that correspond to WSML logical operators 
AND, OR, IF-THEN 3 and NOT. Each node can have only one incoming arcs 
and one (for NOT), two (for IF-THEN) or more (for AND and OR) outgoing 
arcs. Graphically each operator is represented as an oval, containing the name of 
the corresponding operation. 

• Terminal nodes (leaves) called instances that can not have any outgoing arcs. 
An instance corresponds to the WSML statement Var hasValue Instance, where 
Var is a WSML variable and Instance is an instance of a concept from a given 
ontology. Graphically an instance is represented by a rectangle with header 
containing the instance name and type. 

Directed arcs of a graph are called connections. A connection outgoing from a 
variable or relation has the meaning of refining the variable (or relation parameter) 
value and corresponds to WSML logical operator AND. A connection outgoing from an 
operator has the meaning of a pointer to the operator operand. The proposed model 
allows considering the process of axiom creation as a formal process of DAG expanding 
(and editing) and to formulate formal rules for checking syntactic and semantic (in 
relation to given ontologies) correctness of the constructed logical expressions. 

4.2.2   A Model for Constructing Logical Expressions 
Constructing a logical expression is considered as a repetitive process consisting of 
combination of three main logical steps – definition, refinement and logical 
development. The definition step is used for defining some general concepts needed 
for describing the meaning of axioms. During this step the nature of a main variable 
defining the axiom is specified. Such a step is equivalent to creating a WSML 
statement ?Concept memberOf Concept, which means that the WSML variable 
?Concept  copying the structure of the Concept from a given WSML ontology is 
created. Attributes of the concept, which are “inherited” by the axiom model variable, 
are named variable attributes. By default the values of such attributes are set to free 
WSML variables with type defined by the definition of such attributes in the 
corresponding ontology.  

The refinement step is used for more concrete specification of the desired 
properties of such concepts and may be seen as a specialization of too general 
concepts introduced earlier. This step is implemented as a recursive procedure of 
refining values of some attributes (or relation parameters) defined in previous step(s). 
In terms of our model each cycle in such a step means an expansion of an existing 
non-terminal node – variable (or relation). More precisely that means a selection of an 
attribute of an existing model variable, and binding its value (which in this moment is 
a free WSML variable) to another (new or existing) node of the axiom model. The 
main problem is to ensure semantic correctness of the resulted (extended) logical 
expression. Such correctness is achieved by applying a set of context-sensitive rules 
determining permitted expansion of a given node.  

The logical development step consists of elaborating logical structure of the 
axioms, which is achieved by combination of general concepts by means of logical 
operators AND, OR, IF-THEN and NOT. Such operators may be added to connect two 
independently constructed logical expressions or be inserted directly into already 
                                                           
3 This operator corresponds to IMPLIES and IMPLYBY operators in WSML. 
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constructed expressions. The operation is controlled by context-dependent semantic 
and syntactic checks that analyze the whole context of the axiom.  

It should be underlined that during this step the user is constructing the axiom by 
logical combination of main axiom objects defined in the previous steps. In other 
words, the logical operators are used not for refining or clarifying the meaning of 
some parameters of already defined objects, but for complicating the axiom by 
specifying the logical connections between some axiom parts which are independent 
in their meaning. An example of a graphical model is shown on Fig.3.  

 

Fig. 3. An example of a graphical model created by the INFRAWEBS Designer 

5   Reusing Descriptions of Existing Semantic Services 

Although the usage of graphical models makes easier the process of designing WSML 
description of a semantic service, it still remains a rather complex and time-
consuming activity. The next step towards facilitating this process is to provide the 
service designer with an opportunity to reuse the description of the existing semantic 
services. More precisely, the idea is to provide the user with graphical models of 
service description parts (e.g. capability axioms or transition rules) similar to what 
she wants to construct, which can be farther adapted by graphical means provided by 
the INFRAWEBS Designer.  

In order to be reused, WSMO descriptions of semantic Web services and other 
objects (goals, ontologies, mediators) are considered in the INFRAWEBS Framework 
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not only as logical (WSML) representations of these objects but also as a special 
class of text documents, containing natural language and ontology-based words. Such 
special “text” representation is extracted by OM from each objected stored in the 
DSWS-R and serves as a basis for constructing case representation of such an object. 
An INFRAWEBS case is a triple {T, P, S}, where T is a type of the WSMO object 
stored (service, goal or ontology), which determines the structure of object 
representation P; P is a special representation of a WSMO object as a structured text, 
and S is a pointer to the place in a local DSWS-R where the WSML (and graphical) 
description of the object is stored4. 

The user describes a semantic service to be found by filling a standard request form 
(see Fig.4), which is sent to the OM playing a role of a case-based memory in the 
INFRAWEBS Framework. The form consists of three sections allowing constructing 
different queries based on the amount of information the user has in the current moment. 

The first section (“Text”) allows the user 
to describe the desired functionality of a 
service to be found by means of natural 
language keywords. All non-functional 
properties (of type “string”) occurred in the 
WSML descriptions of semantic services 
stored in the DSWS-R will be matched 
against these keywords, and services with 
the best match will be returned. The second 
section (“Ontologies”) allows the user to 
find services using a set of ontologies 
similar to that specified in the request form. 
Since in the INFRAWEBS Designer the 
user can work with several services in 
parallel, the filling of this section is done by 
pressing the corresponding button  when 
the service containing the desired set of 
ontologies is active. By switching among 
descriptions of services loaded into the 
Designer, the user can construct the desired 
set of ontologies, which combines 
ontologies from different services. During 
processing the request form the 
Communicator analyses each of the 
specified services and extracts from their 
descriptions a list of names of ontologies 
imported by each service. These names are 
used by the OM as keywords in the process 
of finding the existing semantic services 
using the same (or similar) set of ontologies. 

                                                           
4 More detailed and formal definitions of the INFRAWEBS case as well as of similarity 

functions can be found in [1]. The details on organization of the INFRAWEBS case-based 
memory are presented in [3]. 

 

Fig. 4. A conceptual representation of a 
service request form
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The third section (“Capability”) is devoted to ontological description of the 
capability of the desired service. It is split on the five subsections – the first four of 
them correspond to the sections of the service capability description according to the 
WSMO framework, and the last one (“Functionality”) allows constructing a general 
description of the capability of a service to be found. 

The first four sub-sections can be filled by the following two ways (which can not 
be combined): 

• Semiautomatic - by selecting the ontological elements (concepts, instances or 
relations) from the ontologies shown in the Ontology Store (the  button). In such 
a way the user can specify that she expects that the desired service should contain 
similar set of ontology keywords in the WSML (logical) description of the 
corresponding section of its capability. 

• Fully automatic – by specifying the name of a service, whose corresponding 
capability description section will be used as an example of what the desired 
service should have in its capability section description.  

When the user has no clear idea about the content of a concrete section of the 
desired service capability description or no “example” service descriptions exist, she 
can express her general idea of what ontology keywords should the desired service 
capability description have as a whole.  Such general description is the content of the 
subsection “Functionality”. The subsection can be filled by selecting ontological 
elements from all available ontologies shown in the Ontology Store. 

The user can edit the content of each section or delete all its data by pressing the 
“delete” button . 

The filled request form is translated into a complex XML query, in which each 
form subsection determines a separate (local) criterion for evaluating the similarity. 
The overall aggregated similarity is calculated based on a weighted sum of all local 
criteria [1]. The user can set the weight (from 0 to 1) for each criterion by means of a 

slider  placed on the right from the corresponding form subsection (or 

section).  
At the bottom of the form there is an additional section “Options”, which allows 

the user to adjust two global parameters of the search. The first one, implemented as a 
slider, determines the minimum similarity threshold, which should be exceeded by the 
service in order to be returned as a search result. The second one sets a maximum 
number of elements that may be returned. 

The query results returned by the OM are represented as an annotated list of 
services IRI ordered by the value of their ontological similarity coefficient or by the 
value of the lexical similarity coefficient if only the text section of the query form has 
been filled by the user. The Communicator allows the user to send several queries to 
the OM without losing the results of previous query implementing in such a way the 
effects of searching alternatives. When the  button is pressed the results of 

the previous search are merged with the results of a new search. And again all results 
are ordered according to the values of the similarity coefficients. When the  

button is selected, the previous query results are deleted and replaced by the results of 
a new query. 
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6   Related Works and Conclusion 

The necessity of intensive development of tools supporting semantic Web service 
technology and specially WSMO initiative has been clearly recognized in WSMO 
community.  The Ontology Editing and Browsing Tool5 is a plug-in for the Eclipse 
framework currently under development by the Ontology Management Working 
Group (OMWG). The tool can be used to edit Ontologies described within WSML 
documents. 

A group of researches from DERI is developing the Web Services Modeling 
Toolkit (WSMT)6 - a framework for the rapid creation and deployment of 
homogeneous tools for Semantic Web Services. Besides several plug-ins fro creating, 
visualizing and mediating ontologies, an initial set of tools for the WSMT includes a 
WSML Editor [7], which aims are to provide a useful tool for describing Semantic 
Web Services using the WSMO ontology and publishing these descriptions to a 
WSMO repository and also to facilitate user experimentation with the WSMO 
ontology and WSML language. The main approach for realizing these aims is by 
using structural text editors, which of course simplify the process for creating WSML 
description of a service, but still request strong knowledge of WSML. 

Selecting WSMO as a basic methodology for describing SWS in INFRAWEBS 
Framework has led to necessity to develop some basic tools providing full 
compatibility of INFRAWEBS Platform with existing WSMO environment. For these 
purposes it has been decided to adopt WSMO4J7 and WSMO Studio [17]. WSMO4J 
provides API and an implementation for WSMO data representation and modeling, as 
well as a framework allowing for parsing and serialization into a variety of formats 
and has no alternative in this role. WSMO Studio is a leading service environment, 
among the very few ones publicly available. It is well aligned with a number of other 
components and architectures (such as, the WSMX execution environment and many 
others developed in DIP8. WSMO Studio is based on WSMO4J and Eclipse9; which is 
the preferred GUI implementation platform for INFRAWEBS Designer as well. The 
INFRAWEBS Designer is implemented in J2SDK 1.4.2 runtime environment and 
uses basic platform components, plug-in infrastructure, graphical user interface 
components (menus, buttons, tree views, event handling) from Eclipse RCP (Rich 
Client Platform). For development of visual designers the Eclipse GEF (Graphical 
Environment Framework) is used.  

Each of main INFRAWEBS Designer Editors – NFP Editor, Capability Editor and 
Choreography Editor is implemented as a WSMO Studio plug-in, which allows the 
end user to use other third party plug-ins e.g. for creating WSMO ontologies and 
mediator. The same is true for the INFRAWEBS Axiom Editor, which allows using it 
for creating and editing axioms included in WSML ontologies10. The choreography 

                                                           
5 http://wwhttp://sourceforge.net/project/g.org 
6 http://sourceforge.net/project/ 
7 http://wsmo4j.sourceforge.net 
8 http//dip,semanticweb.org 
9 http://www.eclipse.org/  
10 Of course, it can be done using a restricted set of WSML logical operations supported by the 

Axiom Editor. 
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description created by the INFRAWEBS Designer conforms the latest WSMO 
choreography specifications [15].  

The first prototype of the Designer with full functionality will be ready until July 
2006 and will be applied for developing the Frequent Flyer Program [6] in which the 
customers can create and reuse travel packages. The application is built upon a 
Service Oriented Architecture, accessing, discovering, composing and invoking 
Semantic Web Services for the management of the Travel Packages.  

Acknowledgements. This work is supported by the EC funded IST project 
INFRAWEBS (IST FP6-511723) within the framework FP 6. 
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